Af~
v <

DEVELOPMENT OF TOOLS AND PARADIGMS

TO ASSESS BRAIN CORTICAL ACTIVITY DUR-
ING COGNITIVE TASKS

Romain Aubonnet
December 2022

Department of Engineering, School of Technology
Reykjavik University

Ph.D. Dissertation



i



Development of tools and paradigms to assess brain cortical
activity during cognitive tasks

by

Romain Aubonnet

Dissertation submitted to the Department of Engineering, School of
Technology
at Reykjavik University in partial fulfillment
of the requirements for the degree of
Doctor of Philosophy

December 2022

Thesis Committee:
Paolo Gargiulo, Supervisor
Professor, Reykjavik University, Iceland

Mahmoud Hassan, Co-advisor
Assistant Professor, Reykjavik University, Iceland

Hannes Petersen, Co-advisor
Professor, University of Iceland, Iceland

Giorgio Di Lorenzo, Co-advisor
Professor, University of Rome, Italy

Luigi Bianchi, Examiner
Associate Professor, University of Rome, Italy



ISBN 978-9935-9694-9-1 Electronic version
ISBN 978-9935-9694-8-4 Print version

ORCID Romain Aubonnet 0000-0002-5395-775X
https://orcid.org/0000-0002-5395-775X

v


https://orcid.org/0000-0002-5395-775X




Copyright
Romain Aubonnet
December 2022

vi



The undersigned hereby certify that they recommend to the Department of Engineer-
ing, School of Technology, Reykjavik University, that this dissertation entitled De-
velopment of tools and paradigms to assess brain cortical activity during
cognitive tasks, submitted by Romain Aubonnet, be accepted as partial fulfilment
of the requirements for the degree of Doctor of Philosophy (Ph.D.) in Engineer-
ing

22.12.2022

] —

Paolo Gargiulo, Supervisor
Professor, Reykjavik University, Iceland

e

Mahmoud Hassan, Co-advisor
Assistant Professor, Reykjavik University, Iceland

Lot

/ .
Hannes Petersen, Co-advisor
Professor, University of Iceland, Iceland

A

Giorgio Di Lorenzo, Co-advisor
Professor, University of Rome, Italy

o230 Blo

Luigi Bianchi, Examiner
Associate Professor, University of Rome, Italy




viii



The undersigned hereby grants permission to the Reykjavik University Library to
reproduce single copies of this Dissertation entitled Development of tools and
paradigms to assess brain cortical activity during cognitive tasks and to
lend or sell such copies for private, scholarly or scientific research purposes only.

The author reserves all other publication and other rights in association with the
copyright in the Dissertation, and except as herein before provided, neither the Dis-
sertation nor any substantial portion thereof may be printed or otherwise reproduced
in any material form whatsoever without the author’s prior written permission.

22.12.2022
date

Romain Aubonnet
Doctor of Philosophy






Development of tools and paradigms to assess brain cortical
activity during cognitive tasks

Romain Aubonnet

December 2022

Abstract

Monitoring brain cortical activity is essential to decipher and understand neurophysio-
logical behaviour. A wide amount of tools and experimental setups has been developed
to stimulate, record and analyze brain activity. The identification of quantitative met-
rics to assess this activity during specific tasks remains an essential requirement, as it
could lead to improve diagnostics, describe objectively self-assessed condition, or track
variation during long-term studies.

This thesis introduces the development of tools and paradigms to assess brain cortical
activity during cognitive tasks. It introduces a complete set of analyses based on EEG
signals, under two main scopes, schizophrenia and postural control. The first part of
the work evaluates the impact of a potential therapeutic solution for patients with
schizophrenia. A longitudinal study case is introduced, where psychometrics data are
compared with three types of analysis from EEG data: temporal, spectral and connec-
tivity. The small sample size prevents us to draw definitive conclusion, however, this
work reveals the interest to use EEG-based metrics to complete the standard psycho-
metrics assessment.

The second part of the work focuses on postural control, using a novel measurement
setup, called BioVRSea, combining virtual reality and a moving platform. The brain
cortical activity of more than 150 healthy individuals have been investigated during
this experiment. A robust neurophysiological reference has been identified using power
spectral density. Moreover, combining brain connectivity and microstate segmenta-
tion, network dynamics reveal a coherent brain remodeling throughout the acquisition,
strengthening our current knowledge regarding complex postural control.

The current work highlights the concrete benefit of using EEG signal to decipher brain
cortical activity. The tools developed in this thesis are of interest to build a neuro-
physiological signature of specific cognitive tasks, that will be crucial for a further
understanding of neurodegenerative disease.

Keywords: EEG, Brain connectivity, Spectral analysis, Schizophrenia, Postural con-
trol



Préunn téla og hugmyndafraedi til ad meta heilaberka
starfsemi vid vitren verkefni

Romain Aubonnet

desember 2022

Utdrattur

Ad fylgjast med starfsemi heilaberki er naudsynlegt til ad tutskyra og skilja tauga-
lifedlisfraedilega hegdun. Fjolbreytt ttval af télum og tilraunauppsetningum hefur
verid proad til ad orva, vista og greina heilastarfsemi. Pad er naudsynleg krafa ad
finna magnmeelingu til ad greina pessa starfsemi i akvednu verkefni, pvi pad gaeti leitt
a0 beturumbeaettu greiningarferli, atskyrt hlutlegu sjalfsmats dstandi, eda fylgst med
breytingum 1 lang-tima rannséknum.

Pessi ritgerd kynnir préunn toéla og hugmyndafraedi til a0 meta heilaberka starfsemi
vid vitreen verkefni. Ritgerdinn kynnir heilt safn af greiningum byggt & EEG merkj-
um, i tvem megin svidum, gedklofa og likamsstodustjornun. Fyrsti hluti verkefnisins
metur ahrifin af moégulegum medferdarlegum lausnum fyrir sjiklinga med gedklofa.
Kynnt er langtimarannséknartilvik, par sem par sem salfraedigogn eru borin saman vio
prenns konar greiningar tur heilarita gognum: timabundnum, litréfs- og tengingum.
Litil artaksstaerd kemur i veg fyrir ad vid getum dregid endanlegar alyktanir, en pessi
vinna synir dhugann & pvi ad nota heilalinuritada meelikvarda til ad ljika stodludu
salfreedimati.

Annar hluti verksins fjallar um likamsstooustyringu, med pvi ad nota nyja meeling-
aruppsetningu, sem kallast BioVRSea, sem sameinar syndarveruleika og hreyfanlegan
vettvang. Heilabarkarvirkni af meira en 150 heilbrigdra einstaklinga hefur verid rann-
s6kud i pessari tilraun. Oflug taugalifedlisfreedileg tilvisun hefur fundist med pvi ad
nota kraftrofspéttleika. Par ad auki, med pvi a0 sameina heilatengingu og 6rstodu-
skiptingu, synir netverkun samfellda endurgerd heilans i gegnum tokuna, sem styrkir
nuverandi pekkingu okkar vardandi flokna likamsstédustjornun.

Pessi rannsokn undirstrikar raunverulegan avinning af pvi ad nota EEG merki til ad
rada virkni heilabarka. T6lin sem proud eru i pessari ritgerd eru mikilvaeg til ad byggja
upp taugalifedlisfraedilega undirskrift dkvedinna vitreena verkefna, sem mikilvaeg eru
fyrir frekari skilning & taugahrérnunarsjikdémum.

Efnisord: EEG, Heila tengingar, Litrofar greining, Geoklofi, Likamsstodustjornun
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Chapter 1

Prologue

The human brain is often described as one of the most complex and sophisticated
entity ever analyzed by mankind. As of today, it continuously generated plenty of
questions and fascination regarding its structure, its mechanisms, its processes.

This organ is the fundamental piece of the nervous system. It monitors and commands
the majority of the actions of the body, conscious or not, from information processing
to decision making, remaining constantly active throughout our whole life.

To deepen our understanding of this organ, research base their work on multidisci-
plinary sciences. Neurophysiology, defined as a branch of physiology and neurosciences,
aims to study the function of the central and peripheral nervous systems, through ex-
perimental and clinical techniques. More specifically, literature shows that the use of
clinical neurophysiology, that records brain bioelectrical activity to analyse nervous
systems, is more and more preponderant to assist diagnosis, assessment and rehabili-
tation of pathological conditions. It is a valuable asset to provide objective quantities
in complement of scales, that can be self-assessed, often subjective, or lack repeata-
bility. However, quantitative metrics extracted from neurophysiological studies need
to be reliable, accurate, and it is therefore necessary to provide a robust methodology
and a thorough data analysis. Moreover, it has to be validated through a sufficient
number of subjects, through different studies, to set those quantities as biomarkers of
a condition. For those reasons, the use of those metrics in the clinical environment
remains rare. The development of workflows and the identification potential biomark-
ers is an imperative step to strengthen this application in the clinical field. It is a
milestone towards the establishment of tools and solution for diagnosis and prevention
of neurodegenerative diseases.

This thesis proposes a methodology to quantify brain cortical activity, based on
electroencephalography (EEG), under two main research scopes: schizophrenia (chap-
ter 3) and postural control (chapter 4). Different EEG signals analyses have been
performed to elicit a guideline workflow that can be used for EEG studies, with a final
aim to define reliable biomarkers, based on quantitative metrics. For both research
scopes, the employed methodology highlighted substantial features, that could, on one
hand, characterize a reference behaviour, and on the other hand describe the cognitive
processes associated with this behavior.

Contributions The remainder of this thesis is structured in five chapters. Chapter 2
is an introduction to brain anatomy and function and the way to analyse it. The main
input of this work is presented in chapters 3 and 4, where the findings are reviewed
and discussed for future directions in chapter 5. Chapter 6 presents the parallel work
pursued during this thesis, regarding cartilage degeneration, and should be considered



2 CHAPTER 1. PROLOGUE

as an annex chapter. Finally, chapter 7 is a global conclusion of this dissertation.
Chapters 3, 4 and 6 are built on a set of publications written during the time of the
thesis. It has to be noted that chapters 3 and 4 are presenting research studies in a
chronological order; it highlights the progression of the reflection during this thesis, on
how the methodology started as a proof of concept and was then elaborated in more
details to make it as robust as possible. The main contributions of chapters 3 to 6 are
summarized below:

e Chapter 2: introduces basic information about brain anatomy and functions, as
well as the different methodologies and concepts used to evaluate brain cortical
activity.

e Chapter 3: presents the work done on the schizophrenia. It investigates the
impact of rTMS in patients with schizophrenia, based on an evoked potential
paradigm, the P300. It is a study case comparing results from patients of a
treatment group and a control sham group, on the temporal, spectral, and func-
tional connectivity domain.

e Chapter 4: presents the work performed on postural control, based on a com-
plex postural paradigm BioVRSea, combining virtual reality and a moving plat-
form. It is divided in three parts. The first part is composed of three differ-
ent exploratory studies using a multimetrics assessment. The first exploratory
works aimed to quantify motion sickness a proof of concept of the BioVRSea
paradigm. The second exploratory work studies the impact of concussion on
postural control, and the third work aimed to predict postural control stimula-
tion based on measured biosignals. The second part of this chapter aims to define
a reference neurophysiological behaviour of BioVRSea paradigm. It studies the
spectral EEG features from 190 individuals, throughout the different phases of
the experiment. The last part of this chapter presents a novel approach to de-
cipher brain network dynamics during BioVRSea paradigm. It combines two
EEG analysis techniques; functional networks reconstructed from 158 individu-
als’” EEG times-series, and microstate segmentation. This investigation led to
a dynamic distribution of what will be called brain network states, highlighting
the dynamic remodeling of the brain.

e Chapter 5: is a short discussion of the main contributions presented in this
thesis.

e Chapter 6: presents the parallel work performed during this PhD work, focusing
on the knee cartilage to extract new metrics to quantify cartilage degeneration.
Two studies are presented, pointing out the benefit of using measurements from
2D and 3D datasets to improve the assessment of cartilage degeneration.

e Chapter T7: is a general conclusion of the work.



Chapter 2

Introduction

This chapter is divided in two main parts. The first part is an overview of brain
anatomy and functions, and a description of the methodologies used in the dissertation
to analyse it. The second part introduces the two main research areas investigated in
this thesis, where the developed methodology has been applied to assess brain cortical
activity.

2.1 Brain

2.1.1 Anatomy and function

The human brain is a complex organ, that governs the majority of the activities of
the body, from breathing, body regulation, to motor skills, thought, emotion, memory.
It gathers, processes and coordinates the information received by the sensory organs,
and take decisions as a list of instruction to the body. Brain and spinal cord jointly
composes the central nervous system (CNS). It is located within the skull, and is
protected by the skull bones, meninges and cerebro-spinal fluid ([1]). The human
brain weighs on average around 1.4kg, which represent 2% of the total body weight
(]2]). It is divided into three main components: the cerebrum, the cerebellum, and the
brainstem (figure 2.1) [3].

2.1.1.1 Cerebrum

The cerebrum is the largest part of the brain. It is divided in two hemispheres (left
and right). The outerpart of the cerebrum is called cerebral cortex. Its particular
structure is composed of gyri (ridges) and sulci (furrows). These gyri can be used as
basis to design brain atlas, dividing the cortex is a certain amount of regions grouping
gyri, such as the Desikan-Killiany atlas [4]. The cerebral cortex is partitioned in
four lobes: frontal, parietal, occipital and temporal (figure 2.2) [3]. Each lobes and
regions are associated with specific task. Overall, the cerebrum takes part in a wide
range of actions linked with cognition: thinking, decision making, memory, information
processing; sensory perception: visual, auditory, olfactory,...; speech and language;
voluntary motor activities, and much more. Here we will detail the specific role of
each lobe.

Frontal lobe The frontal lobe is the largest of the four lobes, and is located in the
front part of each hemisphere. It is covered by what we call the frontal cortex. This
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Cerebrum

Figure 2.1: Main parts of the human brain

cortex has been known for a long time for its involvement in all tasks related with
motor actions, such as eye or body movement, but also its preponderance in speech
and language [5]. However, further researches highlighted its complex role, and its
implication in decision making, memory, conscious mental thoughts and reasoning, in
what is called the prefrontal cortex, which is the biggest part of the frontal lobe. More-
over, recent works show that the cognitive processes associated with this cortex are
intricately linked with emotions, personality, and are therefore related with our social
and moral thinking [6]. On the clinical aspect, frontal lobe impairment or injury can
be related with different pathologies or conditions, such as depression, aphasia, tremor,
gait abnormality, eating disorder, and can be linked with Parkinson’s or Alzheimer’s
disease.

Parietal lobe The parietal lobe is located behind the frontal one and above the tem-
poral. This cortex is essential for all tasks needing coordination. It merges information
from external stimulus and internal sensory feedback from all parts of the body. It is
crucial for spatial localization and representation. This cortex is involved in informa-
tion processing, from the sense of touch [7], but also in the visuospatial aspect [8]. It
is therefore associated with motor functions, such as understanding of intention, of the
goal of an action, and the perception associated with this action [9]. On the clinical
aspect, parietal lobe impairment can be associated with seizures, dyslexia, apraxia, or
spatial disorientation.

Occipital lobe The occipital lobe is located in the back of the brain, and is respon-
sible for visual proccessing [10], [11]. It is divided in several visual areas, that are all
playing a role regarding visual processing, from color and shape recognition, to motion
perception. It also plays a role in orientation, spatial information, and visual memory.
Occipital lobe impairment can lead to visual hallucinations, and can be related with



2.1. BRAIN )

color or movement agnosia, or even blindness. Moreover, epilepsy can be related with
occipital lobe seizures.

Temporal lobe The temporal lobe is located beneath the parietal and frontal lobes.
The temporal lobe is mainly associated with memory processing [12]|. It is involved
in long-term memory, sensory processing from visual or auditory inputs, and memory
storage and creation. The temporal lobe contains the auditory cortex [13], and is also
implicated in language comprehension (oral or written) [14]. Damages to the temporal
lobe are associated with visual agnosia, auditory impairment, and could be related to
schizophrenia.

Occipital
lobe |

/2

\\1’”//// —
=

Figure 2.2: Lobes of the cerebral cortex

2.1.1.2 Cerebellum

The cerebellum is a smaller region located in the lower part of the brain, underneath
the occipital lobe of the cerebrum. It is interconnected with the cerebral cortex, and
regulates and controls several types of actions, from motor movements, associated with
balance for instance, to cognition linked with emotion [15].

2.1.1.3 Brainstem

The brainstem is the lowest part of the brain, located beneath the cerebrum, connecting
this part with the spinal cord. Its role is crucial for information relay: all information
going to the body from the cerebrum and cerebellum, and the other way around goes
through the brainstem. Moreover, the brainstem is vital for the good functioning of the
body, as it is in charge of all the unconscious and autonomic tasks, including cardio-
vascular system control (heart beating for instance), respiratory control (breathing),
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Figure 2.3: Illustration of a neuron anatomy and synaptic transmission

consciousness, pain sensitivity control [16], [17]. Any type of brainstem impairment is
life-threatening.

2.1.2 Measuring brain cortical activity

Brain activity can be described from changes associated with neural activity. The
brain contains around 86 billions of neurons, from which 16 billions are located in
the cerebral cortex [18]. Neurons are the principal elements of the nervous system,
whose role is to process and transmit cellular signals. They are supported by glial
cells, that are not conducting nerve impulses, but protect the neuron and maintain
their environment [19]. A neuron is typically composed of a cell body (called soma),
dendrites, and axons, that are terminated by synapses (figure 2.3).

When a neuron send an information, it generates an action potential, due to an
electrical depolarization, that is transmitted to other cells through synapses; indeed,
the electrical impulse generated by the neuron induce the transfer of neurotransmitters
from one cell to another, by activating specific postsynaptic receptors [20]. This pro-
cess is commonly called neuronal firing. Thus, neurotransmission generates electrical
activity. However, due to the several layers composing the head (tissue, bone, skin),
it is difficult to monitor strong enough electrical activity. This is why most of the
recorded electrical activity comes from pyramidal neurons, that are located in the cor-
tical regions [20]. This electrical activity induces magnetic fields, that can be measured
as well, but also changes in blood flow as neuronal firing consumes energy in the form
of sugar and oxygen. Monitoring the changes in brain cortical activity is then crucial
to decipher and understand in depth brain mechanisms, for healthy persons, but also
neurodegenerative diseases, in different experimental situations. This is the basis for
the development of referent neuromarkers, leading to the improvement of diagnostics,
rehabilitation, prevention and cures solution.

2.1.3 Measurement devices

Studying the changes of brain cortical activity is a good way to have more insight
and knowledge about brain function and mechanism. As mentioned in the previous
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paragraph, neuronal firing generates electrical activity, induces magnetic fields and
changes in blood flow. Different techniques and devices can be used to monitor this
evolution. This section details the three main measurement techniques to record brain
electrical activity.

2.1.3.1 fMRI

Functional magnetic resonance imaging (fMRI) measures brain activity by detecting
changes in blood flow, underlining the need to aliment the cells in oxygen after a neu-
ronal firing. fMRI monitors blood-oxygen-level dependent (BOLD) contrast, imaging
the changes in blood flow to map neural activity [21]. fMRI provides an excellent
spatial resolution, and gives more and more insight about brain functional organi-
zation, due to the emergence of more advanced setups [22|. Based on resting-state
data, fMRI studies discovered fundamental observation regarding the communication
between different brain regions, their activation, and the role it can play towards the
understanding of pathological conditions such as Alzheimer’s disease or schizophrenia
for instance [23|, by identifying reference networks called resting state networks (RSN)
[24]. However, its acquisition settings and protocols causes some limitations. It suffers
from a low temporal resolution, and does not measure direct neural activity, as it is
based on a linear relation between neural activity and BOLD contrast, that remains
not totally understood [25]. Moreover, fMRI is an expensive and stationary setup,
leading to a high sensitivity to motion artefacts, a problem which is progressively ad-
dress by research groups [26], [27]. It also requires a trained and licensed operator,
and therefore lacks flexibility.

2.1.3.2 MEG

Magnetoencephalography (MEG) records the magnetic fields produced by the electri-
cal activity from the neurons [28|. This technique provides a very good spatial and
temporal resolution [29]. Unlike fMRI, it directly measures neural activity, and is able
to give a dynamic temporal insight, regarding RSN for instance [30]. It has shown
robust results in deciphering brain mechanism during cognitive tasks, such as face
recognition [31]. However, like fMRI, it is an expensive and stationary device, and
requires an adequate training. Acquiring, processing and analysing data is a complex
and intensive task, that relies on a robust and adequate workflow [29].

2.1.3.3 EEG

Electroencephalography (EEG) measures brain electrical activity, using electrodes po-
sitioned on the scalp [32]. It provides a very accurate temporal resolution, enabling the
precise tracking of brain activation and its dynamics [33|. It detects the direct changes
in neural activity, identifying postsynaptic potentials of thousands of pyramidal cells
[20]. Thus, using EEG is crucial to track and monitor cognitive events, that occurs
within ten to hundreds of milliseconds [34]. It has to be noted that the measured sig-
nal oscillations are direct measures of neural activity, that is fundamental to interpret
and understand specific brain evolution during cognitive processes. Moreover, from
EEG time-series, an extensive variety of data can be extracted, from the temporal,
spectral, and even connectivity domains. It allows the research to a complete overview
of hypotheses testing, and to adapt and design a specific protocol. Compared to fMRI
and MEG listed above, EEG is inexpensive and do not require an intensive training.
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Moreover, it presents a great setup flexibility, and is adapted mobile and various ac-
quisition processes. However, it suffers from a low spatial resolution, and is not suited
for rigorous functional localization. EEG systems mostly rely on electrodes placed on
the scalp. It requires an appropriate setup regarding electrodes positioning and signal
amplifier [35]. Figure 2.4 shows an example of a basic EEG setup.

Figure 2.4: Basic EEG setup: EEG cap, amplifier, software and computer. From
ANT-neuro, eego’™ mylab

Although it is sufficient to record data from the outer cortex, it is therefore very

limited for subcortical or deep brain studies. Besides, the high-temporal resolution is
useful for the fast-track of cognitive event, but it can be a disadvantage for the compre-
hension of slow temporal processes. Finally, similarly to MEG and fMRI, EEG is very
sensitive to noise and motion artefacts during the recordings. It is very important to
define a coherent and adapted setup while using those techniques, and to maintain an
environment as neutral as possible during the acquisition. Moreover, before processing
the recorded data, an extensive pre-processing workflow is required to clean the data
from noise and artefacts.
The work developed in this thesis focus on brain cortical activity recorded by EEG.
Its high flexibility in measurement setup, and its ease to use and its multidimensional
approach fit the several experimental studies detailed in the following chapters, where
specific paradigms are used to trigger fast cognitive responses. Moreover, it allows the
use of mobile setups, as well as the tracking of dynamic changes in link with postural
control. The following section details how EEG is used in the frame of neurophysiology,
and how its signal is analysed.

2.2 Brain electrical activity

Clinical neurophysiology base its analysis on designed experimental setups to trigger
and observe response from the brain, that is usually recorded through its electrical
activity. It aims to obtain quantitative results and define norms in order to assist with
diagnostics and patient’s evaluation. Diverse paradigms are developed and used in
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the frame of clinical neurophysiology, such as EEG, spectral feature extraction, evoked
potentials, functional connectivity. The results can be applied in complement of other
tests to verify or validate the patient’s condition. However, the clinical application of
EEG results remains limited, due to the difficulty of identifying but also validating
quantitative biomarkers of a condition. It is crucial for research groups to propose and
demonstrate the use of robust and reliable methodologies and analysis, that can be
endorsed by the clinical field.

2.2.0.1 Brain rythms

As stated before, brain activity can be monitored through neurotransmission, that gen-
erates electrical activity. The related signal analysis revealed typical brain oscillations
of different frequencies, that are called brain rhythms: delta (1-4Hz), theta (4-8Hz),
alpha (8-13Hz), beta (13-30Hz), low-gamma (30-45Hz), and high-gamma (45+Hz) [36],
[37] (see figure 2.5).
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Figure 2.5: lustration of the five main brain rhythms

They are correlated with cognition, but their mechanisms and associated physiology
remain undefined [38], [39]. Depending on the type of stimulations, the brain areas
it occurs, and the parameters extracted, several conclusion can be drawn [40]. The
following paragraphs will quickly summarise the main findings regarding each brain
rhythm.

Delta band Delta waves are the slowest emitted by the brain. They are usually
associated with sleep, and all processes related to sleep, such as memory organization,
as well as skills or information storage, but are also linked with motivation [41], [42].

Theta band Theta waves are associated with mental processes, such as working
memory, information processing, focused attention, and the encoding of new informa-
tion [43], [44].

Alpha band Alpha waves are related to several cognitive processes. It is first known
to increase with relaxation. On the other hand, alpha inhibition is linked with mental
and physical engagement to a task, during a focused attention towards a stimulus,
showing information processing and attentional process [43], [45].

Beta band Beta waves is mostly known for its correspondence with motor tasks. It
increases during movement planning and execution, but also during active thinking or
concentration [46].
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Low-gamma band Low-gamma waves are still being investigated, as their definite
role remains unclear [47]. However, studies show their importance in cortical activation
or inhibition, information processing and memory tasks [48].

2.2.0.2 ERP

Event-related potentials (ERP) are a way to measure direct neural activity. They are
time-locked EEG changes based on triggered stimulation provoked by cognitive, motor
or sensory events [49]. The advantages of using ERP are their ease to implement and
analyse to compare two different conditions; the study of latency, polarity or ampli-
tude enables to characterize healthy from pathological responses for instance. ERP
components are named with the letter 'P’ in case of a positive polarity and "N’ in case
of negative polarity. They trigger fast cognitive response and can be observed in high
temporal resolution, making them very convenient to study with EEG. ERP have been
widely studied and many experimental setups exist to trigger specific response [50],
[51]. Tt is very simple to find methodologies to adapt and study specific phenomenons,
such as using visual stimulus to target occipital response for instance [52]. However, it
is way harder to interpret physiological processes from ERP studies, as literature lacks
of exhaustive analyses [34]. Most of the time, ERP are studied under one domain, that
limits the data analysis. Due to its short period and its averaging over trials, some
cognitive process may not be observable with ERP, as it only captures phase-locked
and time-locked activity. Nonetheless, ERP are considered in the clinical field [53],
[54], underlining different reponse while comparing healthy patients against patients
with depression, schizophrenia or dementia [55]. It is a usefool tool towards a deep
understanding of this disorders [56].

2.2.0.3 Microstates

The analysis of EEG time series showed voltage topographies remain stable for a
period of around 80-120ms. Those stable periods have been mentioned as functional
microstates [57]. The study of microstates helped to comprehend brain states, and
to characterize brain functions in several studies [58], [59]. More and more tools are
available to process and analyze microstates. During dynamic tasks, the review of
microstates is a promising tool to decode brain cortical remodeling.

2.2.0.4 Designing optimal experimental paradigms

Before starting an EEG study, it is critical to design an experiment that is adequate
and exploitable. Based on previous studies, experience and objectives, the attention
should be focused on what we want to measure, and how to do it. Should it be a
dynamic or static environment, a longitudinal study, how many subjects group and
with which characteristics? How to record the brain cortical response, is it a resting-
state based study or based on specific triggers, or with several types of stimulation
(auditory, visual, motor, combined,...) ?

Once those questions have been answered, methodological considerations apply to the
EEG device.

The first consideration is the number of electrodes to use. Depending on the measure-
ment goal, a sufficient number of electrodes is required to use spatial fiters, observe
topographical results, or perform functional connectivity analysis. However, most of
EEG caps require the use electroconductive gel placed in each electrode. The higher



2.2. BRAIN ELECTRICAL ACTIVITY 11

the number of electrodes, the more time it takes to prepare, and the most discomfort
is given to the subject. Moreover, a high number of electrodes require a higher stor-
age, and therefore a longer processing time. A good compromise needs to be found
to address all those issues. It is advised for good practice to use a minimum of 64
electrodes.

The second question concerns the sampling frequency. The adequate sampling rate
should be considered depending on the type of data we want to observe, and the
amount of information we need, as well as the storage and processing time that we
have. It is always possible to downsample the datasets, so it is safer to take a higher
sampling frequency and downsample it later if needed. For common practice, EEG
data are usually acquired between 500 and 2000Hz.

Even though EEG is a very adequate technique to record brain cortical activity,
an adapted workflow is needed to extract valuable metrics to quantify brain response.
Figure 2.6 illustrates the global workflow reported in this dissertation. The following
section will detail the concepts mentioned in the figure.

Latency

Amplitude Microstates Fourier transform States
Polarity

PSD segmentation

Stud: 1 Assessment of neurodegenerative Complex mechanism
Y £0a condition and associated treatment quantification
Measurement o Multimodal — Resting state and
. ERP - longitudinal study . .
paradlgm several phases stimulation
. - - VR and moving platform — EEG 64
HD-EEG - Auditory stimulus | g p
Experimental setup | iy eloctrodes
. ‘ | Noise free environment | | Sampling frequency 1024Hz | | Data referencing | ’
Data acquisition
Filtering
. Artefacts removal
Data preprocessing Outlier removal
Bad channels interpolation
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Data processing ﬂ Temporal analysis | | Spectral analysis | | Functional connectivity

Figure 2.6: Summary of the global methodological workflow reported in the disserta-
tion
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Figure 2.7: Comparison of 2 EEG signals before and after pre-processing

2.2.1 Methodology
2.2.1.1 Pre-processing

Like other imaging techniques, EEG is very sensitive to noise and artefacts. Before
starting any type of analysis, a thorough pre-processing plan is necessary to clean the
signals and obtain exploitable data [35]. The usual first step to pre-process the signal
is to apply a band-pass filter. A notch filter is also necessary to remove noise due to
powerline interference. Afterwards, the artefacts (visible due to a too high amplitude)
need to be removed. This can be done trough the whole time series by removing the
whole signal from an electrode, or by removing a particular time segment. For this,
several technique exists, from manual inspection to variance based analysis, or inde-
pendent component analysis. Once the signal is clean, bad channels are interpolated
to obtain a full clean time-series. The different approaches used are detailed in the
methods section of chapters 3 and 4. Figure 2.7 compares the same EEG signal before
and after the pre-processing.

2.2.1.2 Time domain

EEG time-series provide a voltage value for each time point. When studying ERP, the
signal is averaged through all the trials. The main parameters used to characterize
ERP response are their polarity, the latency, and the amplitude [60]. The voltage can
be seen on a scalp distribution at a certain point of time, to observe the repartition
of cortical activity. To facilitate the visual inspection of the signal, a topographical
variance graph can be plotted, based on the global field power (computation of the
standard deviation over all electrodes at each point in time) [61]. The more brain
regions become actives, the more global field power will increase. It is complementary
with the amplitude analysis, and can help for the data quality assessment.

Time domain analysis can also rely on functional microstate segmentation. The clus-
tering through time based on voltage topography is a powerful and robust tool for
task-related and statistical analyses.
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2.2.1.3 Spectral analysis

If we assume that their signal is stationary (meaning that mean and variance of data
distribution do not depend on time), EEG time-series can be decomposed as a sum of
sine waves of different frequencies, amplitudes and phases. Even though EEG is known
to be non-stationary, the previous assumption is correct for short-time windows [62].
This is a crucial point as most signal processing methods relies on stationarity, such
as Fourier transform (FT).

Fourier transform and power spectral density FT is a mathematical opera-
tion that decomposes signal into frequency components. Usually, it is implemented
using Fast Fourier Transform (FFT), an algorithm that computes the discrete Fourier
transform (DFT) of a signal [63]:

N-1
Xy = Z R (2.1)
n=0

Where x,, is the n'* sample of time-series of N elements, and X, represents the
Fourier coefficient

The power of a frequency component obtained by DFT can be computed by squar-
ing the magnitude of this component. Then, the power spectral density (PSD) can
be observed by plotting the power against the frequency axis. Figure 2.8 shows an
example of several sine waves plotted through time and their associated Fourier power
spectrum.
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Figure 2.8: Sine waves of 1, 3 Hz and 7 Hz (panels Al, B1 and C1), and their sum
(panel D1), with their related Fourier power spectrum represented in plots of frequency
( x-axis) by amplitude ( y-axis) (panels A2 to D2). The frequency of the sine wave is
represented by the position on the x-axis, and the amplitude of the sine wave by the
position on the y-axis.
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As stated is its name, DFT works on discrete signal, which is not representative of
real applications where the signal is continuous. Therefore, FFT considers the input
signal as one period of a continuous periodic signal. This is problematic as our EEG
time-series are segmented over one time period with a specific sampling frequency.
Both extremities of the signal are then not likely to match, which can alter the spec-
trum estimate. This phenomenon is called spectral leakage, and can be addressed using
windowing. Windowing is used to reduce the amplitude of the discontinuities in both
edges of the acquired signal, multiplying the time-series by a finite length window that
will adjust the edges towards zero. The most commonly used windowing approach
is the Hanning window. However, since windowing is smoothing the data towards
the edge, it leads to a loss of information and therefore inaccurate power estimate.
To counter this problem, window segments are overlapped. This common approach
has been developed by Welch, to estimate PSD using a periodogram method [64]; the
EEG signal is split into a certain amount of segments with an overlap of 50%. Then,
each overlapping segment is windowed, and the associated periodogram is computed
by applying DFT and estimating the spectral density over the interval. Finally, the
individual periodograms are averaged, leading to the signal’s PSD estimate. From the
PSD estimate, absolute and relative power can be obtained. Absolute power (AP)
is computed by taking the integral of the all PSD values within a frequency range.
Relative power (RP) is obtained by taking the percentage of AP in a frequency range
over the sum of all frequency bands studies. AP and RP are valuable metrics as they
enable to study the power evolution of the five main brain rhythms. They are essential
to describe brain behaviour during cognitive processes.

Scalp distribution EEG time-series represent the signal recorded over the scalp, for
each electrode. The PSD estimation is then performed for each electrode as well. As
EEG electrodes positioning is standardized, it is of common use to plot EEG power on
topographical maps of the scalp, seen from above. Those maps are useful to compare
data from different populations, different tasks or even the evolution through time [65],
[66]. Figure 2.9 shows an example of a topological PSD scalp distribution.
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Figure 2.9: PSD scalp distribution for three frequency bands.

The different results evolution of each frequency band is also directly seen, making
it easier to analyse and interpret. Moreover, it slightly compensates the poor spa-
tial resolution of EEG, by giving an insight of which brain region testify to a power
activation or suppression during a certain task.
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2.2.1.4 Brain network

A novel approach has emerged in the last years, to understand brain behaviour not only
at a single level, but how several brain areas interact with each other. This approach
uses network analysis to study brain organization. This method aims to characterize
the sequence of information running from one region to another, giving more highlight
on how a cognitive process or a certain condition or disorder impacts these sequences.
This methodology bases its mathematical concepts on graph theory [67]. Graph theory
represents complex systems under the shape of a graph, a mathematical structure that
model relations (edges) between objects (nodes). Figure 2.10a illustrates a network
comporting 6 nodes and 7 edges, under its graph form and its associated matrix form.
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Figure 2.10: Hlustration of a network under the graph form and the matrix form

Thus brain network analysis illustrates the brain as graph (network), where brain
cortical areas are considered as nodes, and the connections between areas are edges.
This graph portrays the functional connectivity between brain cortical regions. Due
to its excellent spatial resolution, fMRI is the most commonly used technique to study
functional connectivity. However, its low temporal resolution does not enable to track
fast changes in network, and prevent from studying brain network dynamics. EEG is
the ideal candidate to address this problem, but some issues were raised to build a brain
network from EEG. First, since the signal is recorded from the scalp, how is it possible
to accurately estimate electrical activity from the brain regions, which is altered due to
the volume conduction effect. Indeed, the electrical signals recorded from the scalp are
passing through several tissue layers from the head, all of them comporting different
electrical properties. Thus, the source of the recorded signal is not unique and direct
from a cortical source, but mostly a mix of several tissue sources. The second issue is
to measure the connectivity between those brain regions. To address this problem, a
method has been used to estimate cortical sources from EEG channels, and therefore
reconstruct cortical time-series. This method is called EEG source connectivity [68],
and is based on two main steps: brain sources reconstruction, and source connectivity
estimation.

Source reconstruction The reconstruction of cortical sources is based on finding
the solution to the inverse problem, where source time-series are estimated from scalp
time-series. It uses a current dipole model of the head, and appropriate constraints
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to reduce the number of solutions [69], [70]. The current dipole model of the head
is employed to simulate electrical activity propagation through the head tissues, and
the applied constraints are based on several properties of the sources. A standard
head model can be used, as there is no significant difference with the use of a subject-
specific head model [71]. Thus, the relation between source and scalp time series
can be expressed as a linear combination. To resolve the source estimate, the inverse
solution matrix needs to be computed. Several algorithms exist to solve the inverse
problem, such as weighted minimum norm estimate (wWMNE) [72]. The final outcome
of the inverse problem is the source time-series matrix, that can contain more than
1000 sources, depending on which head model is used. This number of sources is way
too high for a network analysis, as each source would be a node. For this reason, the
use of anatomical atlas is essential to focus on the regional level, and average sources
over regions of interest (ROIs). One commonly used atlas is the Desikan-Killiany atlas
[4], that divides the brain into 68 regions. Thus, the final output would a matrix of 68
ROI time-series (scouts) for instance, where the connectivity can be computed.

Functional Source connectivity Functional connectivity will rely on the statisti-
cal relationships between cortical areas. This approach is weighted, as the connectivity
value between two regions are not binary, and undirected, as the statistical dependency
between two regions is symmetric. Several methods exist to compute brain connec-
tivity, such as phase-locking value (PLV) [73|. It describes the neural synchronization
between two signals, and is comprised between 0 (independent activity) and 1 (strong
synchronisation of signal phase). The final connectivity matrix expresses the symmet-
ric PLV value between each brain region, leading to a symmetric matrix that describes
the network.

The source connectivity workflow presented in this thesis is based on wMNE and
PLV algorithms, and is represented in figure 2.11. Other methods exist, but a previous
study [74] showed that this combination presented the most reliable results.

Data acquisition + preprocessing Source reconstruction (WMNE) Functional connectivity (PLV) Network measures

EEG — 64 channels Head model Regional time series
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Figure 2.11: Source connectivity workflow: From the EEG time-series, sources are
reconstructed using wMNE algorithm, based on a current dipole head model. Then,
using Desikan-Killiany anatomical parcellation, the sources are regrouped in ROlIs,
from which the functional connectivity is computed using PLV. From this final matrix,
brain networks can be analysed based on graph theory.

Network analysis From the final connectivity matrix, different analyses can be
performed, on the static or the dynamic aspect [75]. The static analysis is based only
on one connectivity matrix, and aims to extract network characteristics in a specific
condition, whereas the dynamic connectivity matrix will study several connectivity
matrices computed through time, and observe how the network evolves over time.
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The most studied properties of brain network in the static analysis are hubness (mea-
sured by strength), integration (measured by participation coefficient), and segregation
(measured by clustering coefficient). Figure 2.12 illustrates a brain network with the
associated vocabulary required for basic understanding.

Node

Hub

Module

([ J /

\ e

Figure 2.12: Illustration of brain network and basic terminology

Hubness studies the connections of nodes. A hub is a node with a high number
of connections. They are essential for the network structure, showing the most ac-
tive and solicited brain regions. The hubness of a node is computed by the strength,
which is the sum of the weights of all edges linked to this node. The study of brain
network integration and segregation is complementary. Network integration explains
the organisation of the brain into a large functional structure to deal with a diverse
and wide amount of information, and plan an adapted action. Network segregation
describes the organisation of the brain into different modules separating the different
type of information for specialised processes. Both of them testify to the modularity of
the network, which is a crucial property of functional connectivity. Modules are sub-
divisions of the networks; they are groups of nodes that are strongly connected within
other nodes of the same module, and weakly connected with the rest of the network.
The study of modularity through time enables to identify the main structures of the
brain and how they change over time, depending on the different conditions the brain is
exposed to. It helps to characterize the how cortical areas organize themselves accord-
ing to the cognitive process involved, and understand the underlying brain remodeling.
Moreover, it helps to the interpretation of brain function depending on which cortical
areas is involved.
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Chapter 3

Assessment of r'TMS as therapeutical
solution for patients with
schizophrenia

3.1 Background

3.1.1 Definition

Schizophrenia is a mental disorder defined by repeated episodes of psychosis, which
has a lifetime prevalence of 1% [76], with an onset on early adulthood, that can lead to
long-term life impairment [77|. The main symptoms are delusions, auditory verbal hal-
lucinations (AVH), but it can also be manifested as demotivation, social withdrawal,
and cognitive symptoms like deficiency in working memory, processing speed and ex-
ecution [78].

3.1.2 Diagnostics methods

The diagnosis of schizophrenia relies on clinical assessment. Different methods are
available, but are mainly based on psychometrics scale, and lack objective and quan-
titative data [79]. However, in the case of subjects with schizophrenia suffering from
auditory verbal hallucinations, structural and physiological changes have been observed
(grey matter volume, atypical connectivity on several brain regions) [80].

3.1.3 Treatment

The main way to treat schizophrenia is the use of antipsychotic medication. However,
over a third of schizophrenia patients suffer from treatment-resistant hallucinations
[81]. To address this issue, non pharmacological solutions have been implemented,
among which repetitive transcranial magnetic stimulation (rTMS).

3.1.4 rTMs

Transcranial magnetic stimulation is non-invasive brain stimulation technique, using
magnetic field to induce an electric current in a targeted area of the brain [82]. In the
clinical aspect, r'TMS has shown evidence of efficacy for disorders such as depression
[83], mild cognitive impairment and Alzheimer’s disease [84]. Some studies found
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moderate to high effect for the use of rTMS as a treatment for AVH [85]. However,
most of this analyses based their results from the psychometrics score.

3.1.5 EEG and schizophrenia

EEG has been used to understand the underlying mechanism of schizophrenia [86],
[87]. The study of two main ERP paradigms, P50 and P300 revealed differences
between patients with schizophrenia and control subjects [88]. Spectral analysis and
graph-theory have shown promising results to evaluate schizophrenia’s impact on brain
response on one side [87], [89], but also to observed the impact of rTMS in disorders
such as depression [90]. Therefore, EEG is a critical tool to assess the impact of rTMS
as therapeutical solution for schizophrenia with AVH.

3.1.6 Context of the study

The study developed in this thesis aims to evaluate the use of r'TMS as a potential
treatment for patients with schizophrenia, on a longitudinal study. It will be detailed
in chapter 3. It aimed to identify potential biomarkers of brain response to rTMS
for patients with schizophrenia, based on an extensive set of metrics extracted from
different EEG analyses. It has been published in Frontiers in Neuroscience ([91]).

3.2 Introduction

Hallucinations are sensory perceptions occurring in the absence of an external stimulus.
Auditory verbal hallucinations (AVH) are positive psychotic symptoms of schizophre-
nia and a diagnostic feature in the pathology, occurring in an estimated 60%-70%
of people with this disorder. An increased interaction among the auditory-language
and striatal brain regions occurs while patients hallucinate([92]). Patients with AVH
present evidence of structural brain alterations associated with these perceptions, such
as reduced grey matter volume in the superior temporal gyrus (|93]), including the pri-
mary auditory cortex, and abnormal connectivity among the temporal, prefrontal and
anterior cingulate regions ([94], [92]). Among the empirically supported theories of the
origin of AVH, are a misinterpretation of inner speech (|95]) and aberrant activation
of the auditory cortex ([96]). Almost one-third of patients with positive psychotic
schizophrenia present treatment resistant symptoms (|97]) and there is a compelling
need for novel treatments.
Transcranial magnetic stimulation (TMS) is a non-invasive method used over the past
25 years in the treatment of neurobehavioral disorders ([98]). It uses an alternat-
ing magnetic field to induce an electrical current in the brain, depolarizing neurons
and generating action potentials. [99] and [100]| reported that 1 Hz repetitive TMS
(rTMS) reduces the excitability of cortical neurons in healthy individuals. Based on
these effects, [101] hypothesized that 1Hz rTMS delivered to the left temporoparietal
cortex reduced activity in receptive language areas associated with AVH in patients
with schizophrenia. Neuroimaging studies of AVH showed an increased activation in
the absence of an external stimulus in the left primary auditory cortex of subjects with
this symptom ([102]).

Our goal was to establish a methodological tool to quantitatively assess the cog-
nitive processes of people suffering with AVH. We aimed to develop an hypothesis
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that can validate psychometric results with event related potential (ERP) morphology
(time domain), power spectral density (frequency domain) and brain connectivity in
patients undergoing ten sessions of low-frequency r'TMS.

To date, the mechanism of the effect of rTMS on AVH has only been inferred from
the hypothesis of left temporoparietal cortex dysfunction and the behavioral response
is variable from patient to patient. Dozens of studies have used inhibitory low fre-
quency rTMS over the T3-P3 EEG location as a treatment for pharmaco-resistant
AVH with the effects measured mainly with psychometric scales ([103], [85]). Physio-
logical measures linked to specific brain areas and biomarkers of target engagement and
response are needed to optimize treatment. Indeed, response biomarkers are essential
as predictors of treatment where behavioral outcomes can be variable. They may also
be very useful for rTMS treatments, where multiple parameters, including frequency,
train length, intensity, duration and treatment schedule can all influence effectiveness
and should be optimized before full-scale clinical trials are attempted. Past studies
indicate a relation between different frequency bands and cognitive processes ([104]).
The power spectral density (PSD) changes observed in response to attentional demands
can be of interest to monitor patients with schizophrenia behavior. Electroencephalo-
graphic (EEG) measures, including spectral density and evoked potentials ([105]), have
been used as measures of the physiological response to TMS treatment. For instance,
it has been observed that rTMS to the dorsolateral prefrontal area increased the P300
response in patients with schizophrenia, but not healthy controls ([106]).

The P300 first described by [49], mostly studied as a parameter of voluntary atten-
tion ([107]), is the leading Event Related Potential (ERP) correlate of target discrim-
ination (|107]) and it has been largely employed to characterize schizophrenia ([108]).
Previous studies have found that patients with auditory hallucinations exhibit reduced
P300 amplitudes ([109], [110] [108]). Many works based on P300 also analyzed N100,
the negative deflection that occurs approximately 100ms after the auditory stimulus,
noting a relation with working memory ([111]). The mean amplitudes of the auditory
N100 and P300 responses are decreased in patients with schizophrenia in comparison
to healthy participants ([112], [113], [114]).

Here, we compared alterations in the P300 response after left temporal and vertex
(used as a control in previous studies with schizophrenia and AVH (|115],[116],[117]))
TMS in patients with schizophrenia using three different approaches : time, frequency
and source-space connectivity. Patients also underwent a battery of neurobehavioral
and tests before and after treatment. We remained descriptive in our analysis before
and after treatment, at group and single levels.

3.3 Material and Methods

3.3.1 Participants

The patients were recruited from the psychiatric wards and outpatient clinics of the
National Hospital of Iceland. They were diagnosed with schizophrenia, following the
ICD-10 (International Classification of Diseases, Tenth Revision, Clinical Modification)
schizophrenia classification (F20). Only those still experiencing persistent AVH after
finishing at least two 6-8 week drug treatments were selected. Patients were excluded if
they had history of seizures, were using cannabis or drinking more than three units of
alcohol daily, were using any other illegal drugs within one month prior to the beginning
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of the study, or showing TMS contraindications during the pre-treatment interview
([118]). Permission from the Health Research Ethics Committee at the University
Hospital of Iceland was obtained (approval no. 21.2018). Ten patients (7 men and 3
women, mean age = 32, SD = 6.41)) were selected for the study. All of them were
taking medications. Table 3.1 sums up the patient information.

Group Id ‘ Gender Medication Diagnosis
Clozapine, Fluoxe- Paranoid
TG 1 M tine, Bupropion Schizophrenia
Clozapine, Olan-
zapine, Per-
phenazine, Alpra- Paranoid
TG T2 M zolam, Levomepro-  Schizophrenia
mazine, Oxazepam
and Melatonin
Sertraline, Queti- Schizoaffective Dis-
TG T3 F apine, Pregabalin order Depressive
and Zopiclone type
Clozapine and Flu-  Paranoid
TG T4 M penthixol Schizophrenia
Clozapine,
Amisulpiride, Paranoid
TG T M Propranolol  and  Schizophrenia
Clonazepam
Paliperidone, Que- .
CG C1 M tiapine and Per- Par.an01d .
. Schizophrenia
phenazine
Clozapine, Flu-
penthixol, Zopi-
clone, Mirtazapine, Paranoid
CG C2 F Escitalopram, Schizophrenia
Metoprolol and
Chlorpromazine
Aripiprazole, Olan-
zapine, Chlorpro- Paranoid
cG c3 F thixene and Prega-  Schizophrenia
balin
Clozapine, Olan- .
CG C4 M zapine, Bupropion Par.an01d .
Schizophrenia
and Propranolol
Clozapine, Prega- Hebephrenic
cG 5 M balin, Amisulpride Schizophrenia

Table 3.1: Socio-demographic information. (Group : TG : T3-P3 group, CG : Cz
group. Gender : M : man, F : woman.)

The patients were randomly assigned into two groups. Five patients (four men
and one woman, mean age 35.2, SD = 5.12 range 30-48) were included in the active
treatment group (TG). They received ten daily sessions of 15 minutes 1Hz frequency
r'TMS (900 pulses/session) at 100% of abductor pollicis brevis resting motor threshold
(RMT) applied at T3-P3 location. Five patients (three men and two women, mean age
29.6, SD = 3.92, range 26-39) were included in the control group (CG) and received
r'TMS at 100% RMT to the vertex of CG 10-20 location. The EEG and psychometric
data were acquired twice in each patient group; before the rTMS treatment (pre-
treatment) and within one week after completing ten sessions of rTMS treatment
(post-treatment). This produced 20 datasets: five pre-TMS TG, five post-TMS TG,
five pre-TMS CG and five post-TMS CG. Figure 3.1 shows the experimental set-up
and workflow designed for this study. Figure 3.2 shows the pre-processing and data
analysis pipeline used for this study.
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Figure 3.2: Pre-processing and analysis workflow

3.3.2 Psychometric Data

Three scales were used to collect clinical information pre- and post-treatment.
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3.3.2.1 PSYRATS

Psychotic Symptom Rating Scales (PSYRATS) auditory hallucinations subscale (AHS)
is an interview measuring auditory hallucinations using 11 items rated on a five-point
ordinal scale (0-4). The scale measures the severity of AVH for the past week in
eleven dimensions which are: frequency, duration, location, loudness, beliefs about
origin, negative content, intensity of negative content, amount of distress, intensity
of distress, disruption of life and control. PSYRATS has shown excellent inter-rater
reliability and good discriminant and convergent validity for both chronic and first
episode psychosis ([119]; [120]).

3.3.2.2 Quality of Life Scale (QoLS)

Quality of life was assessed with a 16 item self-report scale, consisting of five conceptual
domains of quality of life: material and physical well-being, relationships with other
people, social community and civic activities, personal development and fulfillment,
and recreation. The scale has been shown to have good test-retest reliability and good
convergent and discriminant validity ([121]).

3.3.2.3 Depression Anxiety Stress Scales (DASS)

The DASS is a measure of mental health focusing on the three traits of depression,
anxiety and stress. It consists of 42 items, rated on a four point Likert type scale
of how much that symptom occurred in the last week. In clinical samples the scale
has shown excellent internal consistency and temporal stability as well as excellent
discriminant validity and good convergent validity ([122]).

3.3.3 P300 recordings

P300 was measured with an auditory oddball paradigm attention task. The recordings
took place between 11h00 and 14h00 for a duration of one hour. The subjects sat with
their eyes closed. The frequent (F) and the rare (R) auditory stimuli were presented
binaurally through headphones at an interstimulus interval between tones of constant
1.1 sec. The loudness was adjusted for each participant. For each subject, there was
one trial of 200 tones, comporting a random tone occurrence with a probability of 0.2,
leading to 160 frequent tones and 40 rare ([123]). We required the participants to focus
on the rare stimuli without counting or moving a finger.

3.3.4 EEG pre-processing and analysis

The EEG was recorded using a 256 channel system (ANT Neuro, Netherlands) with an
electrooculogram (EOG) electrode placed below the right eye and a ground electrode
placed on the left side of the neck. Data pre-processing and analysis were performed
with Brainstorm ([124]) and MATLAB 2018b (MathWorks, Inc., Natick, 158 Mas-
sachusetts, USA).

3.3.4.1 Pre-processing

The data were sampled at 1024 Hz and re-referenced to the average of left and right
mastoid electrodes (R19R, L19L). A bandpass filter was set between 0.5-70 Hz and



3.3. MATERIAL AND METHODS 25

notch filter from 49-51 Hz was used to remove undesired monomorphic artifacts from
50 Hz mains electricity. Bad channels were manually removed when EEG voltage was
higher than +80 1 V; if more than 10% of the channels showed too much noise or incor-
rect signal, the whole trial was rejected. The signals were digitized in epochs of 1200
ms, starting 500 ms before the presentation of each auditory stimulus (-500 to +700
ms). Baseline correction was performed using pre-stimulus 500 ms to pre-stimulus 100
ms window and channels marked as bad were removed and interpolated. Individual
trials were visually inspected and rejected when indicative of excessive muscle activity,
eye movements or other artifacts.

3.3.4.2 Data analysis

Time domain N100-P300 complex values of both frequent and rare stimuli were
calculated and plotted via MATLAB 2018b for each subject (pre and post-treatment
for patients groups).

The scalp was divided into 5 regions of interest (ROI), see figure 3.2. The 254 elec-
trodes were partitioned as follows: 80 channels for the Frontal region (F), 59 for the
Parietal region (P), 69 for the Occipital region (O), 23 for Right Temporal lobe (RT),
and 23 for Left Temporal lobe (LT)([125]).

N1-P3 wave signals were calculated for the entire N100-P300 complex from the aver-
age of channels of every ROI as the difference between the most negative voltage value
within time range of 80-150 ms (N100) and the most positive voltage value within time
range of 250-500 ms (P300).

The differences between frequent and rare stimulus and pre- and post-treatment were
also computed and plotted.

Frequency domain The power spectral density (PSD) was computed for each epoch
with Welch’s method, using Brainstorm, with the following frequency bands: delta
(0.5-4 Hz), theta (4-8 Hz), alpha (8-13 Hz), beta (13-30 Hz), gamma (30-70 Hz).
The PSD has been divided by the associated bandwidth for each frequency band.
Using the same scalp division as that of the time analysis, the PSD of electrodes within
the same ROI were averaged for frequent and rare stimuli, pre- and post-treatment for
each subject.

The PSD difference post-pre treatment and frequent - rare were computed for each
subject.

Connectivity The connectivity has been computed at the cortical level using the
"EEG source connectivity" method. It consists of estimating the brain sources (over
68 regions of interest -ROI-) and then computing the statistical coupling between
these reconstructed sources. The weighted minimum norm estimate (wMNE) and the
Phase Locking Value (PLV) were used to solve the inverse problem and compute the
functional connectivity, respectively. This choice was based on previous comparative
studies showing good performance of this combination on simulated and real data.
(|126]; [74] ; [68]). The analysis has been performed only on the beta and gamma
bands, due to window length constraints (here 700 ms). The source-space networks
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were estimated for each trial, subject and conditions. To compare between condi-
tions, the networks were quantified using network measures that allow the extraction
of the topological properties of the networks. We made the choice here to focus on
network integration as it is the most consistent network feature that changes due to
electric/magnetic stimulation ([127]) or brain disorders ([128]). The network integra-
tion reflects the ability of the brain network to integrate information form different and
distant brain regions, a key feature of efficient information processing. To quantify the
network integration, we used the participation coefficient (PC), to calculate the inter-
actions between brain modules (distant sub-networks), on the thresholded connectivity
matrices (here 20%). We used the brain connectivity toolbox (BCT) ([129]) to com-
pute the PC (https://sites.google.com/site/bcnet /).

3.4 Results

3.4.1 Group results

The analysis for each individual revealed general consistent results. The results pic-
turing the evolution (increase or decrease) of the neurophysiological and psychometric
data and are detailed in table 3.2 for the TG, and in table 3.3 for the CG. The asso-
ciated numerical values are detailed in table 3.4 for the TG and in table 3.5 for the
CG. The analysis of the psychometric tests revealed that four out of five subjects in
TG (tables 3.2 and 3.4) and three out of five subjects in CG (tables 3.3 and 3.5) felt
improved condition after the treatment, whereas the other subjects remained neutral
or reported worse psychometric scores. In the time domain analysis, the N1-P3 ampli-
tude was globally higher post-treatment than pre-treatment, for six subjects, two in
TG (tables 3.2 and 3.4) and four in CG (tables 3.3 and 3.5). The PSD increased post-
treatment mainly for the alpha band and beta band globally, for six subjects as well,
two in TG (tables 3.2 and 3.4) and four in CG (tables 3.3 and 3.5) . No trends were
detectable for the gamma and theta bands. In several subjects, the right temporal area
showed an opposite behavior compared to the other regions. The connectivity results
showed an increased network integration (increase in participation coefficient) during
post-treatment for frequent, for the beta band especially, for seven subjects, four in CG
(tables 3.3 and 3.5), three in TG (tables 3.2 and 3.4). Due to the small sample size and
high variability of the results, we will discuss selected study cases individually. The
following four patients were selected due to their interplay between psychometric score
and neurophysiological results, independant of treatment. Two subjects (T2, in TG
and C3, in CG) presented an improvement in the psychometric score post-TMS, and
the two others presented a stagnation in the psychometric (C2, in CG) or a decrement
(T5, in TG). The rest of the data are provided in the supplementary material. There
were no significant changes on AVH severity measured with PSYRATS AHS, in QoL
and DASS global scores after rTMS between TG and CG.

3.4.2 Study case 1 : improvement in psychometric score

The two patients detailed in this section presented an improvement in their psycho-
metric score post-treatment. We chose to describe them in this section due to their
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Table 3.2: Treated Group: Increase (1), decrease ({) or constancy (-) of the value after
treatment of N1-P3, Connectivity, Psychometric and Power spectral density (PSD) of
the frequent (blue) and rare ( ) stimuli (F: frontal; P: parietal; O: occipital; LT:
left temporal; RT: right temporal). (QoLS: Quality of Life Scale,DASS: Depression
Anxiety Stress Scale ,PSYRATS: Psychotic Symptom Rating Scales)
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Table 3.3: Control Group: Increase (1), decrease (J.) or constancy (-) of the value after
treatment of N1-P3, Connectivity, Psychometric and Power Spectral Density (PSD) of
the frequent (blue) and rare ( ) stimuli(F: frontal; P: parietal; O: occipital; LT:
left temporal; RT: right temporal). (QoLS: Quality of Life Scale,DASS: Depression
Anxiety Stress Scale ,PSYRATS: Psychotic Symptom Rating Scales)

higher values post treatment in the neurophysiological data, (Figure 3.3A and Figure
3.4A)in order to find a potential correlation between those two outcomes.
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‘ ‘ Connectivity ‘ ‘ Psychometrics
| Participation coefficient (%) || QoL | DASS | PSYRATS
H Pre ‘ Post H Pre ‘ Post ‘ Pre ‘ Post ‘ Pre ‘ Post
T1 1 9 68 77 8 9 21 16
T2 6 13 55 75 92 85 32 25
T3 10 8 50 69 118 53 34 28
T4 9 10 94 91 5 4 30 23
TS 15 26 93 96 39 58 23 28
‘ N1-P3 amplitude (uV)
| Freq | p | ¢ | LT | RT
Pre Post Pre Post Pre Post Pre Post Pre Post
Freq | Rare | Freq | Rare | Freq | Rare | Freq | Rare | Freq | Rare | Freq | Rare | Freq | Rare F Rare F Rare F Rare
T1 | 3.52 4.12 5.05 4.85 3.91 4.37 6.50 5.15 5.25 6.03
T2 | 2.05 1.61 1.72 1.56 2.10 1.33 4.64 1.02 3.66 0.99
T3 | 5.24 5.36 5.59 6.68 5.50 4.67 5.98 5.40 5.40 5.18
T4 | 3.39 8.11 3.31 7.81 3.50 7.23 5.12 7.49 4.11 7.07
T5 | 2.68 247 3.51 2.72 3.82 3.15 5.20 3.42 5.22 3.39
| Power spectral density : Theta band (uV? /Hz)x10~1%)
| Freq | P | 0 | LT | RT
Pre Post Pre Post Pre Post Pre Post Pre Post
Freq | Rare | Freq | Rare | Freq | Rare | Freq | Rare | Freq | Rare | Freq | Rare | Freq | Rare | F | Rare | F | Rare | F | Rare
T1 172 105 152 94 145 95 124 109 196 166
T2 | 59 21 44 15 45 17 66 26 82 22
T3 | 88 47 59 19 43 17 58 27 s 70
T4 37 348 36 169 39 355 30 427 66 267
T5 | 112 83 197 44 279 47 113 95 364 69
| Power spectral density : Alpha band (uV? /Hz)x107'%) 1
| Freq | P | 0] | LT | RT
Pre Post Pre Post Pre Post Pre Post Pre Post
Freq ‘ Rare | Freq ‘ Rare | Freq ‘ Rare | Freq ‘ Rare | Freq ‘ Rare | Freq ‘ Rare | Freq ‘ Rare | F ‘ Rare | F ‘ Rare | F ‘ Rare
T1 | 116 28 100 26 167 30 262 42 221 53
T2 | 67 40 65 37 66 62 32 61 203 106
T3 | 109 44 84 22 120 43 87 55 300 97
T4 31 39 14 31 35 56 17 45 38 44
T5 | 24 11 34 9 45 9 19 14 61 17
| Power spectral density : Beta band (uV? /Hz)x1071%)
\ Freq \ P \ ¢ \ LT \ RT
Pre Post Pre Post Pre Post Pre Post Pre Post
Freq | Rare | Freq | Rare | Freq | Rare | Freq | Rare | Freq | Rare | Freq | Rare | Freq | Rare | F | Rare | F | Rare | F | Rare
T1 7 6 6 5 15 6 16 7 15 11
T2 21 13 22 13 28 18 33 14 50 31
T3 29 10 20 4 33 8 54 13 43 21
T4 3 31 2 31 4 33 3 40 4 22
T5 9 3 9 3 11 3 11 3 15 3
| Power spectral density : Gamma band (uV? /Hz)x107'%)
‘ Freq ‘ P ‘ (0] ‘ LT ‘ RT
Pre Post Pre Post Pre Post Pre Post Pre Post
Freq | Rare | Freq | Rare | Freq | Rare | Freq | Rare | Freq | Rare | Freq | Rare | Freq | Rare | F | Rare | F | Rare | F | Rare
T1 | 0.8 3 0.5 3 2 3 2 2 0.9 5
T2 | 10 1 11 1 12 1 14 1 14 2
T3 | 0.6 4 0.5 2 0.8 3 0.5 4 0.6 6
T4 1 16 1 15 1 19 2 19 2 14
T5 3 1 3 1 3 1 3 2 4 1

Table 3.4: Treatment Group: Values pre and post treatment of N1-P3, Connectivity,
Psychometric and Power spectral density of the frequent (blue) and rare ( ) stim-
uli(F: frontal; P: parietal; O: occipital; LT: left temporal; RT: right temporal). (QoLS:
Quality of Life Scale,DASS: Depression Anxiety Stress Scale ,PSYRATS: Psychotic
Symptom Rating Scales)



‘ ‘ Connectivity ‘ ‘ Psychometrics
|| Participation coefficient (%) || QoL | DASS | PSYRATS
Pre Post Pre | Post | Pre | Post | Pre | Post
C1 29 26 83 84 34 26 28 28
C2 11 15 68 69 52 56 31 29
C3 8 16 41 79 80 42 32 31
C4 13 20 86 78 89 81 31 30
C5 1 22 96 82 11 18 30 27
‘ N1-P3 amplitude (uV)
| F P (6] | LT RT
Pre Post Pre Post Pre Post Pre Post Pre Post
Freq | Rare | Freq | Rare | Freq | Rare | Freq | Rare | Freq | Rare | Freq | Rare | Freq | Rare | Freq | Rare | Freq | Rare | Freq | Rare
Cl | 294 2.16 4.22 2.71 2.71 1.31 4.61 0.91 3.77 1.49
C2 | 8.79 7.93 9.54 8.03 7.04 7.67 5.75 7.90 5.84 7.76
C3 | 1.02 5.16 2.08 6.84 2.01 5.65 5.31 6.89 5.09 7.01
C4 | 6.49 1.65 6.09 1.63 5.86 1.16 5.97 1.23 5.62 1.22
C5 | 5.10 4.16 9.16 4.40 5.31 2.62 8.31 4.01 9.00 4.03
| Power spectral density : Theta band (uV?/Hz)x1071%)
| Freq P 0] | LT RT
Pre Post Pre Post Pre Post Pre Post Pre Post
Freq | Rare | Freq | Rare | Freq | Rare | Freq | Rare | Freq | Rare | Freq | Rare | Freq | Rare F Rare F Rare | F | Rare
C1 46 68 42 62 45 51 78 59 46 76
C2 | 647 544 245 299 153 188 571 156 212 311
C3| 34 61 29 53 44 73 14 40 80 119
C4 | 653 38 506 37 688 78 577 231 793 38
C5 | 660 429 748 281 945 317 1759 1425 1251 200
| Power spectral density : Alpha band (uV?/Hz)x10~1%)
| Freq P | o) | LT | RT
Pre Post Pre Post Pre Post Pre Post Pre Post
Freq | Rare | Freq | Rare | Freq | Rare | Freq | Rare | Freq | Rare | Freq | Rare | Freq | Rare | F | Rare | F | Rare | F | Rare
Cl| 34 51 44 35 40 43 46 69 26 45
C2 | 165 196 97 142 152 174 424 199 162 120
C3 | 39 79 27 73 34 90 17 130 48 62
C4 | 139 10 66 10 116 24 306 87 131 10
C5 | 54 78 57 61 63 7 59 66 55 100
| Power spectral density : Beta band (uV?/Hz)x1071°)
\ Freq \ P \ ¢ \ LT \ RT
Pre Post Pre Post Pre Post Pre Post Pre Post
Freq | Rare | Freq | Rare | Freq | Rare | Freq | Rare | Freq | Rare | Freq | Rare | Freq | Rare | F | Rare | F | Rare | F | Rare
C1 6 9 5 8 5 11 6 18 6 13
C2 18 34 8 21 6 13 17 22 15 28
C3 5 11 5 10 4 12 5 17 5 11
C4| 25 4 16 4 23 6 38 14 21 6
C5 8 15 7 12 7 15 7 36 8 10
| Power spectral density : Gamma band (uV?/Hz)x107'%)
‘ Freq ‘ P ‘ (0] ‘ LT ‘ RT
Pre Post Pre Post Pre Post Pre Post Pre Post
Freq | Rare | Freq | Rare | Freq | Rare | Freq | Rare | Freq | Rare | Freq | Rare | Freq | Rare | F | Rare | F | Rare | F | Rare
C1 2 3 2 2 3 3 5 6 4 3
C2 8 0.5 6 0.3 6 0.2 9 0.4 8 0.3
C3 3 6 3 6 3 8 6 13 4 5
C4 3 0.2 3 0.2 4 0.2 7 0.5 7 0.3
C5 2 1 2 1 1 1 2 4 3 1

Table 3.5: Control Group: Values pre and post treatment of N1-P3, Connectivity,
Psychometric and Power spectral density of the frequent (blue) and rare ( )
stimuli(F: frontal; P: parietal; O: occipital; LT: left temporal; RT: right temporal).
(QoLS: Quality of Life Scale, DASS: Depression Anxiety Stress Scale ,PSYRATS: Psy-
chotic Symptom Rating Scales)

3.4.2.1 Patient T2

Patient T2 (Figure 3.3) is a man with paranoid schizophrenia, in the TG, who took
part in the study while taking : clozapine, olanzapine, perphenazine, alprazolam,
levomepromazine, oxazepam and melatonin.
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Figure 3.3: Results of patient T2 : A. psychometric; B. Scalp-level frequency analysis;
C. Source-space connectivity; D. Scalp-level time analysis. The yellow areas in fre-
quency analysis are related to a higher Power Spectral Density (PSD) post-treatment,
whereas the blue ones are related to a higher PSD pre-treatment. The size of the node
in the connectivity is related to the amount of increase (green) or decrease (orange)
participation coefficient (PC) values. The positive bars in time analysis are related to
a higher N1-P3 amplitude post-treatment. (QoLS: Quality of Life Scale,DASS: De-
pression Anxiety Stress Scale ,PSYRATS: Psychotic Symptom Rating Scales)

The psychometric tests (Figure 3.3A) show an improvement of the quality of
life post-treatment, a decreased DASS after TMS and decreased PSYRATS post-
treatment. The temporal analysis (Figure 3.3D) showed a lower N1-P3 amplitude
post-treatment, except for the parietal and left temporal parts. The PSD (Figure
3.3B) showed higher alpha power post-TMS. However, the beta power is lower post-
TMS. The connectivity (Figure 3.3C) revealed a clear higher participation coefficient
(represented by the larger green nodes), especially in the left central, left orbito-frontal
and the right occipital brain regions. The frontal area showed a relatively lower par-
ticipation coefficient.
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3.4.2.2 Patient C3

Patient C3 (Figure 3.4) is a woman with paranoid schizophrenia, in the CG, who
tool part in the study while taking : aripriprazole, olanzapine, chloroprothixene and

pregabalin.
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Figure 3.4: Results of patient C3 : A. psychometric; B. Scalp-level frequency analysis;
C. Source-space connectivity; D. Scalp-level time analysis. The yellow areas in fre-
quency analysis are related to a higher Power Spectral Density (PSD) post-treatment,
whereas the blue ones are related to a higher PSD pre-treatment. The size of the node
in the connectivity is related to the amount of increase (green) or decrease (orange)
participation coefficient (PC) values. The positive bars in time analysis are related to
a higher N1-P3 amplitude post-treatment. (QoLS: Quality of Life Scale,DASS: De-
pression Anxiety Stress Scale ,PSYRATS: Psychotic Symptom Rating Scales)

The psychometric outcome (Figure 3.4A) revealed an improvement after the treat-
ment. The quality of life increased, the DASS decreased, while the PSYRATS did not
change. The time domain analysis (Figure 3.4D) showed a higher amplitude of the
N1-P3 complex after the treatment, except on the temporal regions for the rare stim-
ulus. The PSD (Figure 3.4B) showed higher alpha power post-TMS, except from the
right temporal region for both frequent and rare stimuli. The beta band also showed a
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higher PSD post-TMS. Finally, the connectivity study (Figure 3.4C) displayed a glob-
ally improved participation coefficient, principally in the frontal, occipital and central
areas of the brain.

3.4.3 Study case 2 : stagnation in psychometric score

The patient detailed in this section presented a stagnation in her psychometric score
post treatment (Figure 3.5A). We chose to describe her in this section in order to find
a potential correlation with the neurophysiological data.

3.4.3.1 Patient C2

Patient C2 (Figure 3.5) is a woman with paranoid schizophrenia, in the CG, who
took part in the study while taking : clozapine, flupenthixol, zopiclone, mirtazapine,
escitalopram, metoprolol and chlorpomazine.

The psychometric data (Figure 3.5A) showed that the treatment did not have a lot
of impact on this scale. The quality of life, the DASS and the PSYRATS remained
more or less the same. The time domain (Figure 3.5D) showed a global increase of N1-
P3 amplitude post-TMS, except for the parietal region for both stimuli and the frontal
region for the frequent stimulus. The PSD analysis (Figure 3.5B) showed higher alpha
and beta power post-TMS (with the exception of frontal frequent stimulus responses
in the alpha band). The connectivity analysis (Figure 3.5C) revealed a balanced par-
ticipation evolution. Globally the left hemisphere (mainly the entorhinal and frontal)
showed a decreased participation coefficient, and the right areas (mainly the frontal
and occipital) showed an increased participation coefficients.

3.4.4 Study case 3 : decrease in psychometric score

The patient detailed in this section presented a decrease in their psychometric score
post treatment. We chose to describe him due to his lower values in the neurophys-
iological data post treatment (Figure 3.6A), in order to find a potential correlation
between those two outcomes.

3.4.4.1 Patient T5

Patient T5 (Figure 3.6) is a man with paranoid schizophrenia, in the TG, who took
part in the study while taking : clozapine, flupenthixol, zopiclone, mirtazapine, esci-
talopram, metoprolol and chlorpomazine.

The psychometric data (Figure 3.6A) showed very little effect of treatment on this
scale. The quality of life remained the same, the DASS increased and the PSYRATS
slightly increased. The time domain (Figure 3.6D) showed a global decrease of N1-P3
amplitude post-TMS, except for the parietal region for the rare stimulus. The PSD
analysis (Figure 3.6B) showed a lower alpha power post-TMS, except for the right
temporal region. The beta power decreased as well, except for the right temporal
region for the frequent stimulus. The connectivity analysis (Figure 3.6C) showed a
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Figure 3.5: Results of patient C2 : A. psychometric; B. Scalp-level frequency analysis;
C. Source-space connectivity; D. Scalp-level time analysis. The yellow areas in fre-
quency analysis are related to a higher Power Spectral Density (PSD) post-treatment,
whereas the blue ones are related to a higher PSD pre-treatment. The size of the node
in the connectivity is related to the amount of increase (green) or decrease (orange)
participation coefficient (PC) values. The positive bars in time analysis are related to
a higher N1-P3 amplitude post-treatment. (QoLS: Quality of Life Scale,DASS: De-
pression Anxiety Stress Scale ,PSYRATS: Psychotic Symptom Rating Scales)

globally higher participation coefficient in the right frontal, left central and occipital

brain regions.

3.5 Discussion

The present work aimed to develop hypothesis to assess the effects of TMS in schizophre-
nia with AVH, analysing EEG data and psychometric outcome. This was based on
three different approaches : temporal size (with the calculation of N1P3 complex am-
plitude), spectral (with the evaluation of the PSD in several frequency bands (theta,
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Figure 3.6: Results of patient T5 : A. psychometric; B. Scalp-level frequency analysis;
C. Source-space connectivity; D. Scalp-level time analysis. The yellow areas in fre-
quency analysis are related to a higher Power Spectral Density (PSD) post-treatment,
whereas the blue ones are related to a higher PSD pre-treatment. The size of the node
in the connectivity is related to the amount of increase (green) or decrease (orange)
participation coefficient (PC) values. The positive bars in time analysis are related to
a higher N1-P3 amplitude post-treatment. (QoLS: Quality of Life Scale,DASS: De-
pression Anxiety Stress Scale ,PSYRATS: Psychotic Symptom Rating Scales)

alpha, beta and gamma)) and connectivity, (with the calculation of the participation
coefficient in beta and gamma band).

The general results from our study revealed a high variability between individuals,
in both groups. This can be explained in several ways : Firstly, subjects were taking
a range of medications all of which can interfere with the background neural activity
and the generation of ERPs ([130]). Secondly, the long and tiring recording procedure
(around one hour), and the different states of the patients during the protocol could
also have led to varying data quality. Indeed, [131] highlights the fact that background
EEG variation contributes significantly to a high P300 individual variability.

However, there were some indications of improvement in the psychometric results,
in four out of five subjects in TG and three out of five in CG. Half of our subjects (six
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out of ten, four CG, two TG) showed an increase of the N1-P3 amplitude after the
treatment, especially for the rare stimulus. [110] and [108] established that patients
with schizophrenia and AVH presented an inhibition to the P300 experiment. Thus,
the clearer presence of N100 and P300 waves post-TMS, which is a known response to
the auditory oddball task ([132]), suggested a response to TMS. Likewise, the spectral
analysis displayed an increase of the PSD in alpha and beta bands for six subjects (4 in
CG, 2 in TG). [133] demonstrated that those bands were directly linked to attention,
focus, emotional and cognitive processes. A higher power in these bands could be
indicative of a change in those mechanisms. Finally, our brain connectivity results
showed a global increased participation coefficient in the beta band after treatment,
for six subjects (3 in TG, 4 in CG). These results lead us to the conclusion that
TMS seemed to have a positive impact on the patients, in both groups. However,
it is not possible to assume that the location where the treatment was applied had a
different impact on the brain function. The results in connectivity analysis show indeed
an improved participation coefficient thus a better network integration independently
from the group. Therefore, we discussed the results without regard to the patients’
group. We chose to underline in the results section some patients that showed an
agreement between the psychometric scores and our neurophysiological data.

It is interesting to note that for patient C3, where the psychometric results were
better post-TMS, all three neurophysiological components used for this study revealed
a higher value post-TMS. For this patient, there seems to be a clear link between
clinical and neurophysiological outcomes. For T2, the trend is there, but is less obvious,
with half of the neurophysiological results being in concordance with the improved
psychometric score. Conversely, patient T5 had a deterioration in their psychometric
post-TMS, and the same tendency is visible in their neurophysiological data,

Although there was significant dissociation between clinical and neurophysiological
outcome, the participation coefficient from the connectivity analysis was the parameter
that seemed to interact most closely with the psychometric results, followed by alpha
power. Concerning the connectivity analysis, our results showed an increased network
integration in some brain regions and a slight decrease in other regions, different for
every patient. This reconfiguration of the brain network has been widely reported in
the literature when stimulating the brain using electrical and magnetic means, and is
also present in several brain disorders ([134]). The increased network integration may
be related to better information processing in the human brain and more efficient net-
works. This increase in network integration was associated with a decrease in this same
integration in other brain regions, reflecting the inter-subject variability. Although the
small sample size did not allow us to test statistical significance, we showed a clear
‘trend’ of reshaping of the functional brain network between the different conditions.
The frequency analysis revealed the most interesting changes in power spectrum,
mainly in the alpha and beta bands. There was higher alpha power post-TMS, which
is less prominent but still visible in the beta power. The gamma and theta power did
not show any clear trends. The fact that alpha and beta bands are directly linked to
attention, focus and emotional tasks ([133]) is interesting. A higher power post-TMS
linked with a better score in the psychometric scale could indicate that the improve-
ment of these cognitive mechanisms was directly linked to the progress of the patient’s
clinical condition. Due to our small sample size, this has to be put in perspective,
and nothing definitive can be assessed. However, there was a "trend" of an increase
in alpha and beta powers post-TMS that is linked with an improvement in the clinical
outcome. Finally, the time domain was the area of analysis presenting the most vari-
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ability. Half of the patients presented a higher N1-P3, especially in the rare stimuli,
but no clear trend was established between this outcome and the clinical outcome.
However, due to its conclusive results in studies related to schizophrenia with AVH
([112],[113],[114]), our small number of subjects, as well as its subject inter-variability
(|131]), it is a paradigm that should be taken in account in further studies.
Considering the fact that psychometric tests are a semi-self assessment evaluation of
patients condition, this work is a first step towards a development of a hypothesis to
correlate and validate psychometrics with quantitative neurophysiological data. We
suggest further investigation of any link between psychometrics and neurophysiological
data under the umbrella of TMS, focusing mainly on the participation coefficient in
the beta band and the power spectral density in alpha band. The beta power as well
as the N1-P3 amplitude should also be considered of interest.

3.5.1 Limitations

The study has many limitations. Firstly, due to the very small sample size, it was
not possible to assess our results definitively. Rather, we aimed to discover trends
in order to generate hypotheses for further study. Secondly, the patients were also
undergoing their usual treatment, including antipsychotic and sedative medications.
This did not change between pre- and post-rTMS conditions but might have influenced
the background neural activity and the generation of the ERPs ([130]). Thirdly, the
experimental procedure was long (1 hour) and tiring and some patients had difficulty
cooperating and maintaining task engagement, which may have affected data quality.
Muscle and movement artifacts added noise to the EEG signal, requiring a thorough
pre-processing and the exclusion of many trials. We encourage similar experiments
with patients in the supine position to reduce the noise and improve the data quality,
making them easier to process and analyze. Finally, in this study we only analyzed the
oddball auditory paradigm. We recommend pursuing this work using other procedures
as well, in order to have a more complete overview of the results.

3.5.2 Future directives

Future studies of rTMS and neurophysiological markers in schizophrenia should recruit
larger number of participants than the present study. The possible association of AVH
and other symptoms of schizophrenia with variations in P300, PSD and other EEG
markers should be studied further. This may help to establish whether the PSD in
the alpha and beta bands, the N1-P3 complex and the participation coefficient in
beta bands are reliable biomarkers of the neural response to TMS in patients with
schizophrenia and AVH.

3.6 Conclusion

After conducting TMS, most patients showed an evolution in psychometric data as
well as on the neurophysiological quantitative data, independent of the stimulation
site. We examined the interplay between the psychometric and the neurophysiological
data. When the psychometric improved post-TMS, we could observe an increased
network integration mainly, through the participation coefficient in the beta bands, a
higher alpha and beta band power, and sometimes a higher N1-P3 amplitude. Due
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to the small sample size, it is not possible to assess definitively the impact of TMS
on the brain function in schizophrenia, nor the correlation between psychometric and
neurophysiological data. However, our results suggest that brain connectivity, through
the participation coefficient, alpha and beta power bands, were highly related with the
psychometric score, and that N1-P3, despite his variability, should be investigated.
This hypothesis will have to be verified in further studies, with a larger sample size,
and an improved recording procedure, leading to a better data quality. This is a first
step toward the definition of quantitative neurophysiological parameters to assess TMS
treatment.
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Chapter 4

Quantitative neurophysiological
evaluation of postural control

4.1 Background

4.1.1 Definition

Postural control is a central nervous system (CNS) feedback control system that gov-
erns human upright stance and gives a platform for locomotion and task-driven be-
havior, as well as several autonomic responses [135]. Several studies have shown that
PC can be affected by a lot of factors. General and local muscular fatigue is provoking
PC disturbance, leading to compensating PC response to react to this fatigue [136].
Cognitive processing is mandatory to maintain balance and keep a good PC. The
amount of processing depends on the required task. Alteration to a system (muscular,
neural, or neurophysiological) involved in maintaining PC, due any type of condition,
fatigue, or pathology, will concretely affect PC and lead to balance problem. There are
significant differences in age-related PC studies, proving that older people get more
postural instability , thus explaining the relationship between the amounts of falls
and age [137], [138]. However, this problem can be counterbalanced by developing
physical training strategies, as a study shows that targeting specific training helps
to improve balance control system in dynamic and static tasks. Several diseases or
pathologies are affecting the neural and muscular system, consequently provoking PC
disturbance. Nonetheless, PC being a combination of several mechanisms, there are
a lot of available tools to study, investigate and assess neurophysiological parameters
during experiments triggering PC disturbance. First, as stated before, PC is a CNS
system involving cognitive processing. Previous studies conducted in our lab showed
the importance and role of cortical recruitment associated with PC tasks [139], [140].
Using EEG, brain signals are recorded during PC tasks. Those signals can be analyzed
in terms of time, frequency, and network dynamics, to identify neurological markers of
PC engagement.

4.1.2 Context of the research study

We developed a PC paradigm called BioVRSea. It consists of a multimetric platform
based on a VR system that dynamically visualizes an open sea environment. The
application CinetoVR is used to simulate the sea environment that the subject sees
through VR glasses. To make the experience even more realistic, a combination of a
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simulation platform from MotionSystems and two static force plates from Virtualis is
currently used. Figure 4.1 illustrates the global setup.

Virtual Reality Motion Sickness
} Questionnaire &
Indexes

EMG Signal Database Creation
&
> - ; :
Machine Learning

—

Force Platform

Wave Simulation
Platform

Figure 4.1: BioVRSea global setup

BioVRSea is a complex dynamic postural task, whose results will be presented
in chapter 4. Our work focused on defining a reference neurophysiological behaviour
based on a healthy population, as well as the development of novel metrics to quantify
brain networks dynamics. It is a first step towards the development of tools with a
further aim to assess and quantify subjects suffering from neurophysiological disorders
affecting their balance.

4.2 Exploratory studies

This section relates the exploratory works performed during this thesis. They were
investigated as a proof of concept of BioVRSea paradigm as multimetric solution to
assess motion sickness, postural control, and how it can help in pathologies differen-
tiation. Each subsection is adapted from a published or under review study. Those
exploratory works comports several biosignals analysis, but only EEG will be detailed
in the following sections. The other biosignals analyses can be found in the related
publications.
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4.2.1 Exploratory study 1: Toward Predicting Motion
Sickness Using Virtual Reality and a Moving Platform
Assessing Brain, Muscles, and Heart Signals

This work is adapted from a study published in Frontiers in Bioengineering and
Biotechnology [141]. The aim of this study was to extract parameters from differ-
ent biosignals (EEG, EMG and heart rate), and prediction motion sickness based on
a questionnaire index.

4.2.1.1 Introduction

Postural control and motion sickness are intricately linked. Postural control is a central
nervous system feedback control system, that regulates upright stance and carries out
mobility and motor related tasks. It is based on the constant information obtained
from viusal, vestibular, proprioceptive and somatosensory receptors [135]. Postural
control system can be disturbed in several ways, and one of them is a physiological
overstimulation, that can lead to motion sickness. Motion sickness is endured during
passing travel, and one of its most famous occurrence is seasickness [142]. Motion sick-
ness is a poly-symptomatic illness, from nausea and vomiting to salivation, sweating,
dizziness [143]. Despite all the current knowledge regarding this condition, the cause
of motion sickness remains uncertain, as two main theories emerged to identify its
origin. The first one is the sensory conflict theory, stating that motion sickness relies
on conflict between the visual, vestibular input and the somatosensory input [144].
For instance, in case of passive travel in a car, the physical motion experienced by the
vestibular system does not match the visual input. The second theory is the postural
control theory, stating that an extended period of postural control instability is caus-
ing motion sickness [145]. Nevertheless, since motion sickness and postural control are
related to the central nervous system, it is possible to study those phenomenons by
measuring the associated physiological signals. Studies have shown the use of EEG,
EMG, heart rate, center of pressure to be of great use for evaluating motion sickness
levels [146], [147]. On another hand, motion sickness susceptibility is usually assessed
from a questionnaire, based on symptoms evolution or previous experiences of motion
sickness [148], [149]. This study introduces a novel motion sickness and postural con-
trol paradigm called BioVRSea. This device aims to replicate the situation of a boat
at sea, combining virtual reality and a moving platform (figure 4.2). This multimet-
ric (EEG, EMG, heart rate) device tool is completed by a questionnaire self-assessing
symptoms of motion sickness after the experiment. The aim of this exploratory work
was to validate the use of BioVRsea in postural control and motion sickness studies,
and to correlate motion sickness symptoms with biosignals metrics.

4.2.1.2 Material and methods

The biosensors used in this study are 64-channel EEG, 2-channel EMG, and HR chest
monitor. This study is based on data acquired from 28 subjects (age: 23.8 + 1.2), 22
women and 6 men (ethic approval by the Icelandic Bioethics Commission — Number:
VSN-20-101 — May 2020). Each participant was measured three times (except one
subject who underwent only two protocols) using different protocols based on the
amplitude and frequency of the simulated waves. From each protocol, we extracted
19 parameters associated with HR, EEG, and EMG signals. After every protocol,
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Figure 4.2: BioVRSea setup: the moving platform, shown in a photo with a subject
on the left, is combined with a rough sea VR scenario and with EEG, EMG, and HR
bio-signal acquisition.

the subject answers the Motion Sickness Susceptibility Questionnaire (MSSQ) [143]
based on the self-evaluation of 13 different neurophysiological conditions. A total of
83 datasets [(28 x 3) - 1| constitute the final database of our study.

Measurement’s protocols Three different protocols were implemented in this study

4.3.
frequency

Platform
movement range

OH 0%

3H,

time
1 1 1
| | | |
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Figure 4.3: The three acquisition protocols that each patient has been subjected to.

e 0 Hz, null wave amplitude. Sea simulation is not performed during this protocol.
The subject remains in an upright position on the platform for 60 s, observing moun-
tains surrounded by lights in a dark environment through the goggles.

e 1 Hz, and wave amplitude = 0.6. This sea simulation protocol is divided into
four parts, 30 s each with different platform movement amplitudes: 25, 50, 75, and
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again 25%. Total time: 120 s.

e 3 Hz, and wave amplitude = 0.5. This sea simulation protocol is divided into
four parts, 30 s each with different platform movement amplitudes: 25, 50, 75, and
again 25%. Total time: 120 s.

The first protocol mentioned (0 Hz) is the non-movable (platform stable) pre-test
(baseline) sampling where the subjects can relax. This is done before the other two
protocols (1 and 3 Hz) where the subjects during the movements have to grab onto
the protection bars that they have in front. The eyes must be opened during all the
three protocols.

Data acquisition During each protocol, heart, muscle, and brain data were acquired
using the following technologies:

e HR was measured using a heart chest sensor (Polar Electro, Kempele, Finland,
sampling frequency of 1,000 Hz). Two features were computed from this signal: mean
and standard deviation.

e Muscle electrical activities from the lower limbs were acquired using two wireless
EMG sensors (sampling frequency of 1,600 Hz) placed on the gastrocnemius of each
leg (Kiso ehf, Reykjavik, Iceland). Twelve features were extracted from this signal.

e Brain electrical activity was measured using a 64-channel dry electrode cap (sam-
pling frequency of 500 Hz) from AntNeuro, Hengelo, Netherlands.

EEG data pre-processing and analysis were performed with Brainstorm [124]| and
Matlab 2020b. The data were re-referenced using the common average reference. A
high-pass and a low-pass filter were set, respectively, from 0.1 and 40 Hz. Bad channels
were manually removed when EEG voltage was higher than 300 ¢V. If more than 20%
of the channels showed too much noise or incorrect signal, the whole trial was rejected.
The signals were digitized in segments of 30 s, within 1Hz and 3Hz protocols. DC
offset correction was performed, and baseline correction was applied using the 0-Hz
segment. Channels marked as bad were removed and interpolated. Individual trials
were visually inspected and rejected when indicative of excessive muscle activity, eye
movements, or other artifacts.

The PSD was computed for each epoch with Welch’s method, with the following
frequency bands: delta (0.5-4 Hz), theta (4-8 Hz), alpha (8-13 Hz), beta (13-35 Hz),
and low gamma (LG) (35-40 Hz). The relative power of each band was then computed
and averaged across all channels, obtaining a total of five EEG-related features.

Figure 4.4 sums up the 19 features extracted from the different biosignals.

Motion sickness Indexes At the end of every protocol the subjects were asked
to fill out a questionnaire regarding their MS symptoms. The questionnaire is based
on the MSSQ proposed by Golding [143]. The subjects must give a score between
zero and two for 13 typical MS symptoms: general discomfort, dizziness and vertigo,
stomach awareness, sweating, nausea, salivation, burping, headache, fullness of head,
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Biometric parameter Description

EEG - Delta Relative power spectra between frequency band
0.5-4 Hz

EEG - Theta Relative power spectra between frequency band
4-8 Hz

EEG - Alpha Relative power spectra between frequency band
8-13Hz

EEG - Beta Relative power spectra between frequency band
13-35 Hz

EEG - LG Relative power spectra between frequency band
35-40 Hz

EMG - L area Integral of the rectified EMG signal of left gastrocnemius
divided by the sample size

EMG - R area Integral of the rectified EMG signal of right
gastrocnemius divided by the sample size

EMG - L 40-132 Left gastrocnemius relative PSD in the 40-132 Hz
frequency band

EMG - L 132-224 Left gastrocnemius relative PSD in the 132224 Hz
frequency band

EMG - L 224-316 Left gastrocnemius relative PSD in the 224-316 Hz
frequency band

EMG - L 316-408 Left gastrocnemius relative PSD in the 316-408 Hz
frequency band

EMG - L 408-500 Left gastrocnemius relative PSD in the 408-500 Hz
frequency band

EMG - R 40-132 Right gastrocnemius relative PSD in the 40-132 Hz
frequency band

EMG -R 132-224 Right gastrocnemius relative PSD in the 132-224 Hz
frequency band

EMG - R 224-316 Right gastrocnemius relative PSD in the 224-316 Hz
frequency band

EMG - R 316-408 Right gastrocnemius relative PSD in the 316-408 Hz
frequency band

EMG - R 408-500 Right gastrocnemius relative PSD in the 408-500 Hz
frequency band

HR average Heart rate average

HR std Heart rate standard deviation

Figure 4.4: Description of the 19 biometric parameters that compose the database

blurred vision, fatigue, eye strain, and difficulty focusing. We define a total of eight
binary indexes considering the MSSQ answers.

General discomfort (IGenDis, 1st) and Dizziness and Vertigo (IDizz, 2nd) are con-
sidered as independent and individual indexes. Stomach awareness, sweating, nau-
sea, salivation, and burping are considered together as stomach-related to create the
Stomach-related Index (IStom, 3rd). Headache, fullness of head, and blurred vision
together produce the Head Index (IHead, 4th) while fatigue, eye strain, and difficulty
focusing contribute to the Fatigue Index (IFatig, 5th). IStom, IFatig, and IHead are
computed as binary indexes following these steps: first, we compute the average from
the individual responses of each index; second, we calculate the maximum among the
averages; and third, we divide the cohort into two groups (below and above 1/3 of
the maximum). For IGenDis and IDizz, we apply only steps 2 and 3 using the direct
response instead of the average.

Moreover, we established two more indexes, Physiological/Vegetative Index (IPV,
6th) and Neurological /Muscle Strain Index (INM, 7th). IPV is based on the previously
outlined steps from the responses from sweating, salivation, nausea, burping, stomach
awareness, and general discomfort conditions. Similarly, the INM is based on fatigue,
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eye strain, difficulty focusing, headache, fullness of head, blurred vision, and again
general discomfort conditions.

The last index is called Motion Sickness Index (IMS, 8th), and it is based on the
weighted sum SumMS of all the MSSQ answers (Eq. 4.1) and steps 2 and 3.

SumMS = (0,2.GenDisc+ 0,2.DizzVert
+0, 2. Z(StomAwe, Nausea, Sweat, Saliv, Burp)+0, 2. Z(Fatigue, EyeStr, Dif f Focus)

+0,2. Z(H@adach@, FullHead, BlurrVis)) (4.1)

Statistical analysis All the parameters extracted from EEG, EMG, and HR under-
went a non-parametric statistical univariate explorative analysis in order to understand
whether there was a statistically different grouping by 1GenDis, IDizz, IStom, [Head,
[Fatig, IPV, INM, and IMs. All the indexes underwent univariate statistical analysis
through the Mann-Whitney test.

Machine learning tools The ML analysis was performed by using KNIME Ana-
lytics Platform (v. 4.2.0). The following algorithms were implemented through the
platform: Random Forests (RF), Gradient Boosting tree (GB), Ada-Boosting of deci-
sion tree (ADA-B), Support Vector Machine (SVM), K Nearest Neighbor (KNN), and
Multilayer Perceptron (MLP).

The most employed evaluation metrics were used to assess the performance of the
algorithms into the classifications tasks: accuracy, sensitivity, specificity, and Area
Under the Curve Receiver Operating Characteristics (AUCROC). All these metrics
were computed using the K-Fold Cross Validation with k = 10 using 10 different
seeds. This means that the database is divided into 10 groups and each of them is
used in turn as the test group while the other nine are used for the training of the
model. Using 10 different seeds allows the creation of different 10-fold divisions, which
allows a better exploration of the database and achieving the best results.

4.2.1.3 Results

Figure 4.5 shows the results of the statistical tests that assess the significance of the
19 parameters with the eight binary MSS(Q indexes. Interestingly, only 4 out of 19
parameters never show a significance.

The EEG Beta and LG showed significance only for the individuals suffering from
headache, fullness of head, and blurred vision (IHead), while no other significance were
found for an EEG parameter.

The feature importance analysis (Figure 4.6) shows that parameters extracted from
EMG were the most important ones by far for the classification of both indexes. The
first EEG-based features can be found in the 5th place in the ranking while the first
HR-based features can be found after the 10th place.

This feature importance analysis highlights low importance of all the features ex-
tracted from the EEG, they were below the seventh place in the final ranking (this
also for the other indexes except EEG-Beta which is quite relevant for IPV and INM).
This can be explained by the fact that a dry cap EEG was used for the acquisition.
More noise was detected and led to a lower signal quality. Channels had to be rejected
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lgenpis Istom IFatig lHead Ipizz lpy Inm lys
EEG - Delta 0.734 0.903 0.790 0.383 0.841 0.529 0.993 0.667
EEG - Theta 0.934 0.880 0.388 0.613 0.400 0.927 0.184 0.181
EEG - Alpha 0.713 0.865 0.769 0.620 0.577 0.560 0.971 0.888
EEG - Beta 0.393 0.510 0.236 0.050* 0.194 0.105 0.130 0.335
EEG - LG 0.508 0.247 0.229 0.029* 0.070 0.087 0.081 0.217
EMG - L area 0.114 0.001*** 0.004** 0.001*** 0.001*** 0.001*** 0.001*** 0.001***
EMG - R area 0.157 0.004** 0.001*** 0.001*** 0.001*** 0.004** 0.001*** 0.001***
EMG - L 40-132 0.274 0.029* 0.006™* 0.001*** 0.001*** 0.040* 0.004** 0.011*
EMG - L 132224 0.941 0.492 0.274 0.079 0.165 0.444 0.285 0.449
EMG - L 224-316 0.247 0.031* 0.006™ 0.001*** 0.001*** 0.090 0.010** 0.013*
EMG - L 316408 0.236 0.025* 0.012* 0.003** 0.001*** 0.043* 0.003** 0.011*
EMG - L 408-500 0.286 0.023* 0.029* 0.003** 0.001*** 0.032* 0.002** 0.009**
EMG - R 40-132 0.040* 0.006™* 0.003** 0.001*** 0.001*** 0.002** 0.001*** 0.008*
EMG - R 132-224 0.044* 0.027* 0.051* 0.035* 0.015™ 0.005** 0.008** 0.100
EMG - R 224-316 0.079 0.026* 0.012* 0.007* 0.002** 0.037* 0.007** 0.040*
EMG - R 316408 0.139 0.030* 0.006** 0.001*** 0.001*** 0.039* 0.003** 0.012*
EMG - R 408-500 0.118 0.020* 0.003** 0.001*** 0.001*** 0.018* 0.001*** 0.003**
HR average 0.001*** 0.219 0.082 0.314 0.012* 0.037* 0.010** 0.042*
HR std 0.040* 0.451 0.213 0.149 0.251 0.264 0.249 0.136

*Significant at 0.05. **Significant at 0.01. **Significant at 0.001.

Figure 4.5: Significance of the 19 biometric parameters calculated with the univariate
statistical analysis (Mann—Whitney test) for all the eight indexes.
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Figure 4.6: Brain, muscle, and heart feature importance for IPV, INM, and IMS using

Random Forest algorithm.

and could not be interpolated, leading to an averaged PSD on less channels. This can
be one of the reasons of the low significance related to EEG features.
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4.2.1.4 Discussion

In this study, we use the BioVRSea research setup and focus on EEG, EMG, and
HR bio-signals associated with subjective MS symptoms. Our EEG-coupled results
show significant difference in brain neural networking in individuals indicating subjec-
tive symptoms of headache, fullness of the head, and blurred vision (IHead). In an
earlier study, we showed that open eyes trials reflect a greater number of significant
differences in EEG absolute spectral power across all bands during both adaptation
and habituation. This suggests that following both acute and prolonged propriocep-
tive perturbation, cortical activity may be up-regulated with the availability of visual
feedback [139]. These results generally support our prior hypothesis that the visual
recognition of instability may play a critical role in governing cortical processes req-
uisite for PC [140]. These results underline the importance of visual information in
PC and simultaneously open up the VR afferent link in PC perturbations. Being able
to couple these subjective symptoms, i.e., headache, fullness of the head, and blurred
vision, to objective intracranial activity is crucial in clinical context and opens up ways
for VR-coupled biosignal evaluation of PC pathologies [150]. This is in keeping with
many other studies performed on motion and CNS triggers of head-related symptoms.
Jang et al. [151] identified that the alpha band was linked to VR sickness, with a
decrease of the absolute power during the experiment, followed by an increase during
the recovery, highlighting a negative correlation with the MSSQ score. Kim et al. [152]
detected that in the case of cybersickness, the severity of the symptoms was positively
correlated with the delta wave, and negatively with the beta waves. It is interesting
to see that, in our study, despite the low significance of EEG regarding the different
indexes chosen, the power associated to the beta band is the parameter presenting
the most importance in IPV and INM. This corroborates the fact that beta band is
related to MS symptoms and is a feature that should be investigated in MS studies.
Our results do not enable to drawing of hypotheses regarding the other power bands.

4.2.1.5 Limitations

This study has some limitations. The first is the small number of subjects that limits
also the possibility of obtaining higher evaluation metrics in the ML analysis. The
second is the type of population that has been analyzed in this research because it
was limited regarding age and health status; all the subjects were young and healthy.
Further studies could increase the number of subjects, which would allow improvements
in the performance of ML and include in the population more diverse subjects. We use
dry electrodes for the EEG acquisition resulting in high noise signal, which we believe
has limited the value of the associated EEG parameters in both statistical significance
and ML. The use of a wet cap EEG for further acquisitions is a potential improvement.
Finally, the VR view that the investigated individual visualizes standing on a virtual
small vessel is not a true scenario of working environment at sea but is nevertheless
capable of creating MS sensation at least in experienced sailors (verbal statements
after being on platform).
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4.2.2 Exploratory study 2: Towards defining biomarkers to
evaluate concussions using virtual reality and a moving
platform (BioVRSea)

This work is adapted from a study published in Scientific Reports [153]. The aim
of this study was to identify potential biomarkers of concussion, based on signals

extracted from BioVRsea (EEG, EMG, heart rate, and CoP), and the gold-standard
sport concussion assessment questionnaire, SCATS5.

4.2.2.1 Introduction

A concussion, or mild traumatic brain injury (mTBI), is a short-lived functional neuro-
logical impairment caused by a blow to the head or by a force transmitted to the head
[154]. Participation in sports is a risk factor for sustaining multiple concussions|155].
Symptoms of concussion include headaches, loss of consciousness, amnesia, problems
with balance. Although most cases of concussions resolve spontaneously, they can have
persistent psychological, physical, and cognitive complications and protracted recov-
ery times. There is currently no objective way to diagnose a concussionl, nor is there
a precise, universal concussion definition [156]. When diagnosing concussions, medi-
cal professionals rely on clinical assessment, which can be problematic as symptoms
are non-specific [157] and could relate to other illnesses, mental or physical. Medical
records and clinical interviews are sometimes thought of as the gold standard in con-
cussion research [158], inevitably resulting in a loss of accuracy as many who suffer
from a concussion do not seek medical assistance[159]. In research, the Concussion
Assessment Tool, fifth edition (SCATS5), has been useful when assessing symptoms
after an incident and tracking recovery [157].

It is unclear how changes in neuronal function affect the development of concussion
symptoms. Although not routine in clinical practice, neuroimaging might help us un-
derstand concussion symptoms and how they relate to functional changes in the brain.
Electrophysiological assessments of concussions show promise. Electroencephalogra-
phy (EEG) serves as a non-invasive method to measure electrical activity, providing
insight into brain activity connected to concussion pathology[160] and has been used
to identify functional changes in the brain following a concussion|[161], [162]. Reduced
brain network activation, measured by an EEG, has been related to post-traumatic
migraine in concussion patients, possibly indicating symptom severity or persistency
[163]|. Concussion history has also been related to a change in theta and alpha activ-
ity[164]-[166]. However, because methodologies vary between studies, it is challenging
to establish EEG markers as return-to-play guidelines[162|, [167]. More research into
the relationship between EEG and subjective concussion symptoms is needed, as it
is important to include assessments using more than visual stimuli. More demanding
actions, including physical movement, should be assessed in conjunction with EEG to
be closer to real-world situations likely to induce concussion symptoms. Supporting
this are findings that demonstrate a relationship between concussion and altered pos-
tural control [168]. When paired with a postural task, EEG signals have indicated
that concussion sequelae could be found months after an injury [164]. These results
indicate that EEG parameters are possible biomarkers for concussion.
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Among the most common post-concussive symptoms are dizziness and balance
problems. The objective assessment of postural control is, therefore, a natural candi-
date for investigation among those who have suffered a concussion. Centre of pressure
(CoP) has been assessed in the maintenance of upright stance and is an important
measure of postural stability [169] and as a possible indicator of a concussive injury
[170]. Given this connection between concussion and postural control, electromyo-
graphic (EMG) recordings, could be used to assess possible biomarkers for concussion,
as they can record muscular activity necessary to maintain postural stability[171].
Blood flow and heart rate (HR) present other objective measures and have been found
helpful in clinical settings when assessing individual differences in outcome after a con-
cussion|172|. As a part of a multi-faceted approach, virtual reality (VR) offers a novel
way to evaluate and manipulate postural control and cortical activity[173|. Moreover,
with such an approach, it is essential to carefully consider how the different data val-
ues should be processed to optimise the assessment. The use of Machine Learning
(ML) can be found throughout various scientific fields, offering a way to classify large
datasets by using learning algorithms|174|. ML is used in multiple biomedical areas,
including concussion research, and its efficacy has been positively demonstrated in re-
cent scientific literature.

This paper aimed to validate concussion/non-concussion classification and quanti-
tatively assess different physiological responses during postural control tasks associated
with concussion symptoms. The study was conducted on a homogenous cohort of fe-
male athletes with a background in sports with high impact contact. The athletes’
self-reported concussion history was used to divide them in two groups: concussions
and non-concussion. We first validated concussion history by asking them about con-
cussion symptoms, using the SCAT5 questionnaire. Next, concussion groups were
assessed in a novel measurement setup called BioVRSea (figure 4.7). Here, virtual
reality and a synchronized moving platform were used to trigger a postural control
reaction while measuring EEG, EMG, heart rate and center of pressure (CoP) param-
eters. This measurement allowed the assessment of physiological, neural and balance
parameters during the simulation of a small boat at sea. We hypothesized that (1)
The Icelandic versions of the SCAT5 symptoms checklist, although not a diagnosis
tool, can be used to differentiate between concussed and non-concussed athletes (2)
Changes of CoP, heart rate, EMG and EEG data can quantitatively measure con-
cussion and concussion symptoms, (3) machine learning techniques using SCAT5 and
neurophysiological parameters can improve assessment of concussion.

4.2.2.2 Material and methods

Participants Participants were all female athletes (N=54), competing at the highest
level in Iceland. Mean age was 38.4 (SD=7.7). Almost half of the participants had a
history of concussion/s, 48.1% (n=26), half had no concussion history, 51.9% (n=28).
Mean years since retirement was 4.3 years (SD=4.9).

Experimental procedure All participants were provided written information about
the study prior to signing an informed consent document. The study protocol was ap-
proved by the Icelandic National Bioethics Committee (no: 17-183-S1).

Participants were read a concussion definition and were asked if they had sustained a



CHAPTER 4. QUANTITATIVE NEUROPHYSIOLOGICAL EVALUATION OF
50 POSTURAL CONTROL

SCAT5
Questionnaire

EEG l

Virtual Reality

T @
o
HR
w Machine Learning
EMG l
AA—N—MW Concussion classification
-
CoP
Mountain view P R E Sea view POST
Environment [ Hands OFF 25% 50% 75% Hands OFF
EEG settles Baseline is generated before intensity intensity intensity after
| | | | | | | | |
[ I | | I [ | [ I
Os 45s 105s 120s 160 s 200s 240s 280s 320s
Aquisition Aquisition
starts stops
EEG starts EMG starts Force platform

starts measuring
HR starts

Figure 4.7: BioVRSea experimental Setup.

concussion. The definition was based on the Berlin Consensus statement on concussion
in sport from 2016[157].

SCATS5 questionnaire All participants completed the symptoms scale from The
Sport Concussion Assessment Tool 5 (SCAT5)before the experiment. The overall score
is calculated by the sum of each participant’s responses. The scale has 22 items, each
item scoring from 0 to 6, indicating the severity of the symptom26. In this study, it
was hypothesized that the Icelandic versions of the SCAT5S symptoms checklist, could
be used to differentiate between concussed and non-concussed athletes, it was used to
validate the self-reported concussion status and assess for each group the changes of
some physiological conditions associated with our experiment.

VR experiment The participants were then prepared for the virtual reality and
physiological measurement part of the experiment. This involved the placement of a
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wet 64-electrode EEG cap (Sampling frequency 4096 Hz, ANTNeuro, Hengelo, The
Netherlands), six wireless EMG sensors (Sampling frequency 1600 Hz Kiso ehf., Reyk-
javik, Iceland) on the tibialis anterior (TA), gastrocnemius lateral (GL), and soleus
(S) muscles of each leg, and a heart rate sensor (sampling frequency 1 Hz, PolarBeat,
Kempele, Finland) strapped around the chest. The EEG amplifier (ANTNEuro, Hen-
gelo, The Netherlands) was connected to the cap and placed in a backpack with a
tablet used for EEG signal acquisition. The participant put on the backpack and was
instructed to step onto the force plates after removing their shoes. The position of the
feet was in bipedal stance with feet hip width apart, while standing on the force sensors
(Sampling frequency 90 Hz, Virtualis, Clapiers, France). Finally, the participant dons
the VR goggles.

The experimental protocol was then explained to the participant. The explanation
included that they should stand quietly on the platform with their hands by their side
observing a mountain view for the first 2 min of the experiment. Then, the scene in
the VR goggles would change, beginning the sea simulation. The participants were
instructed to remain standing quietly with their hands by their side for the first 40s
of the sea simulation. There was no platform movement in this part of the experi-
ment, and it is called the PRE phase of the experiment. After 40s of quiet standing
watching the sea simulation, the participant was instructed to hold onto the bars in
front of them. The platform then began synchronized movement with the sea scene in
the VR goggles, with 25%, 50% and 75% of maximal wave amplitude. In this central
part, each segment lasted 40 s and the participant held the bars of the platform while
continuing to observe the sea simulation. Finally, the platform stopped moving and
the participant was asked to remove their hands from the bars and attempt to stand
quietly with their hands by their side for the final 40s of the experiment. The sea
scene was still observed by the participant for the final 40 s. This is called the POST
phase of the experiment; it is performed identically to the PRE phase but after the
participant has performed movement in the central part of the procedure. Figure 4.7
shows a schematic of the experimental setup. Each participant took part in a single
trial according to the experimental protocol.

The operator can set the frequency of the waves between 0.5 Hz and 3 Hz and
the amplitude of the waves between 0 and 2. During the simulation, we vary the
amplitude of the platform movements from 0% up to 75% of the platform’s maximal
amplitude. Two different protocols were used at random throughout the study. The
‘soft” protocol was defined as a wave frequency of 1 Hz with an amplitude of 0.6 while
the ‘hard’ frequency was defined as a wave frequency of 3 Hz with an amplitude of 0.5.
Each participant experienced either the hard or soft protocol once while taking part
in the experiment.

Randomly selected amplitude of the experiment (soft or hard protocol) is made to
mimic the variety of “sea behavior,” to cover a wide possibility to trigger a postural
control response.

Data acquisition During each protocol, muscle, brain, heart, and CoP data
were acquired using the following technologies:
Brain electrical activity was measured using a 64-channel wet electrode cap (sampling
frequency of 4096 Hz) from AntNeuro, Hengelo, the Netherlands.
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Muscle electrical activities from the lower limbs was acquired using six wireless
EMG sensors (sampling frequency of 1600 Hz) placed on the tibialis anterior (TA),
gastrocnemius lateral (GL), and soleus (S) muscles of each leg (Kiso ehf, Reykjavik,
Iceland).

Heart rate was measured using a chest heart sensor (Polar Electro, Kempele, Fin-
land, sampling frequency 1000 Hz).

Force Plate measurements were made using 4 sensors located under each foot plat-
form. The sensors give information about the center of mass in the Antero-posterior
and Medio-Lateral axis (Virtualis, Clapiers, France, sampling frequency 90 Hz).

The data from each measurement were divided into 6 segments, corresponding
to each stage of the protocol. Data for the EEG, EMG and CoP were analyzed by
calculating POST-PRE (POST minus PRE) paradigm.

Division into subgroups by symptoms Subjects from the concussion group
were further divided into subgroups for quantification of some symptoms from the
SCATS5 questionnaire. For instance, CoP measures may be different among the concus-
sion participants that reported balance problems, compared to those that did not/non-
concussion group. The following symptom-based subgroups were formed from the con-
cussion participants for the following measurements:

For EEG: Pressure in the head symptom group (17 subjects), Fatigue/Low Energy
symptom group (19 subjects), difficulty concentrating symptom group (16 subjects).

For HR: Nervous/Anxious group (20 subjects), Fatigue/Low Energy Group (19
subjects).

For EMG: Balance problem symptoms group (14 subjects).

For CoP: Balance problem symptom group (14 subjects).

EEG data processing The EEG analysis was performed on the spectral domain.
The focus was put on the difference between the PRE and POST segments. The
considerable electrodes were identified between those two segments.

The EEG was recorded using a 64-electrode channel system. Data pre-processing
and analysis were performed with Brainstorm|[124] and Matlab 2020b, using the Au-
tomagic toolbox [175].

For each segment, we removed the 5 first and 5 last seconds, to ensure the data
quality and to avoid artefacts. The data were resampled to 1024 Hz. Automagic was
used to automatically pre-process every dataset, with a manual inspection at the end.
The ICA MARA algorithm was used, with a variance of 20%. The data were notch
filtered at 50 Hz. A high pass and low pass filter were set respectively to 1 Hz and
45 Hz. Finally, the bad electrodes were interpolated. Each segment was on average
interpolated up to 10%.
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The power spectral density (PSD) was computed for each epoch with ‘Welch’s
method, with the following frequency bands: delta (1-4 Hz), theta (4-8 Hz), alpha
(8-13 Hz), beta (13-30 Hz), low gamma (30-45 Hz). The relative power of each band
was then computed obtaining a total of 5 EEG-related features.

Statistical tests The statistical significance for each electrode was computed
(t-test, «=0.05) for the results from the difference Hands-off Post minus Hands-off Pre
segments, for each frequency band, within each group (concussed and non-concussed).
It was then corrected for multiple comparisons using the False Discovery Rate (FDR)
(Benjamini-Hochberg) method [176].

4.2.2.3 Results

EEG analysis Figure 4.8 shows the results from the EEG analysis performed in
the frequency domain. The figure shows the difference POST-PRE for the concussion
group for the delta and theta band, the only bands that were significantly different.

The ‘x’ represents the electrodes for which we found significant differences for each
band.
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Figure 4.8: Topological plot for delta and theta frequency band of the concussion
group. It displays the difference of power spectral density, between POST and PRE,
only for the statistically significant electrodes (0.032<p<0.047, represented by a blue
star in the figure). The delta band presented a few significant electrodes (6 out of 64)
on the frontal and occipital cortex, whereas the theta band showed more distributed
significant electrodes (36 out of 64) over the scalp

The difference was highlighted by an increase of power and significant evolution in
the theta band mostly, and delta band for the concussion group (p=0.038), the theta
band showing significantly higher POST power than PRE. The theta band displayed
an important number (37 out of 64) of significant electrodes (0.032<p<0.047) (t-test,
corrected with false discovery rate (FDR), Benjamini-Hochberg method), in the frontal
(18 out of 64 electrodes) and occipital (11 out of 64) cortex. The non-concussion group
did not display any significant results for this experiment.

We then divided the concussion group into subgroups based on symptoms identified
from the SCAT5 questionnaire. We analyzed the Difficulty concentration symptoms
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group (16 individuals), the Pressure in the head symptoms group (17 individuals),
Fatigue and low energy group (19 individuals).

Figure 4.9 shows the results from the EEG analysis performed in the spectral
domain. The figure shows the difference POST-PRE for the concussion subgroups,
for the theta band, the only band that presented significance. Figure 4.9A shows the
results for the Difficulty concentrating group, 4.9B for the Pressure in the head group,
and 4.9C for the Fatigue and Low energy group.

A) Difficulty concentrating B) Pressure in the head C) Fatigue and low energy

Figure 4.9: Topological plot for delta and theta frequency band of the concussion
group. It displays the difference of power spectral density, between POST and PRE,
only for the statistically significant electrodes (0.032<p<0.047, represented by a blue
star in the figure). The delta band presented a few significant electrodes (6 out of 64)
on the frontal and occipital cortex, whereas the theta band showed more distributed
significant electrodes (36 out of 64) over the scalp

Figure 4.9 reveals that the subgroups present significant differences (0.008<p<0.049)
for the theta band, with a global increase mostly in the frontocentral cortex (16 sig-
nificant electrodes for difficulty concentrating, 15 for pressure in the head, and 14 for
fatigue and low energy) for all of them, as well as an increase in the occipital lobe
for the Pressure in the head (8 significant electrodes) and Fatigue and low energy (10
significant electrodes) subgroup.

Other symptoms groups were analyzed, such as headache (20 individuals), dizzi-
ness (14 individuals), balance problem (13 individuals) and more emotional group (11
individuals). These subgroups did not present any significant findings; therefore, their
results will not be displayed.

Table 4.1 summarizes the significant electrodes (0.008<p<0.049) of Delta and
Theta band, for the concussion group and the three subgroups detailed above.

4.2.2.4 Discussion

The EEG results indicated a significant difference (at some frequency bands) between
those with a history of concussion and those with no history of concussion when par-
ticipants had to maintain postural control and balance. Activity on the theta band
was increased in those with a history of concussion. The theta wave activity has been
associated with the ability to encode new information, and is correlated with cognitive
performance, memory in particular[43], [177], and may appear normal during relaxed
wakefulness[178|. Theta activity has been observed to increase during cognitive tasks
compared to motor tasks, indicating an active role in problem solving[179| and has
been associated with tasks that need more attention and cognitive demands|[180]. An



4.2. EXPLORATORY STUDIES

25

Significant electrode Delta

Significant electrodes Theta

Concussion group

M1 P2 PO3 PO4 TP7 PO7

Fpl Fpz F3 Fz F4 F8 FC5 FC1 FC2
FC6 M1 C4 M2 CP1 CP6 P3 Pz P4
P8 Poz AF7 AF3 AF4 F1 F2 FC3 FCz
FC4 C5 C1 P1 P2 PO5 PO3 PO4 TP7
PO7

Difficulty concentrating subgroup

Fpl Fpz F3 F4 FC5 FC1 FC2 FC6 M1
C4 M2 CP2 CP6 P4 P8 Poz AF7 AF4
F1 F2 FC3 FCz FC4 C5 C1 P1 P2 TP7

Pressure in the head subgroup

Fpl Fpz F3 F4 FC5 FC1 FC6 M1 M2
CP1 CP6 P4 P8 Poz AF7 AF4 F1 F2
FC3 FCz FC4 C5 C1 CP3 P1 P2 PO3
PO4 TP7

Fatigue and low energy subgroup

Fpz F3 F4 FC5 FC1 FC2 FC6 M1 M2
CP6 P3 P4 P8 Poz AF7 AF4 F1 F2
FC3 FCz FC4 C5 C1 P1 P2 PO3 PO4

TP7 PO7

Table 4.1: Significant electrodes of delta and theta band for the concussion group and
subgroups.

increase in theta among those with a history of concussion when compared to those
with no history of concussion may indicate a need for more attention and cognitive
effort than those who do not have a history of concussion. The increase in theta was
additionally present in concussion subgroups among participants that reported having
difficulty concentrating, feeling pressure in the head, and feeling fatigue and low energy.
Further supporting their reports of concussion symptoms and offering an objective way
to assess post-concussive symptoms. Concussion history has been connected to cogni-
tive impairment|[181], [182], like attention and reaction[183], and cognitive fatigue has
been suggested as a sub-type of concussion|[184]|. The increase in theta may support
this type of cognitive impairment and indicates that the task was more demanding
for those with a history of concussion. It is worth mentioning that theta increase
has also been found in the frontal and central regions for postural control adaptation
and habituation|139], highlighting its activation during balance and postural control
disturbance[185].

4.2.2.5 Limitations

As participants were all actively or historically involved in contact sports and as such
this is a group at elevated risk for receiving sub-concussive injuries throughout their
careers. The comparison between the concussion and non-concussion groups is not a
comparison between a concussion group and a normal population. Both groups will
likely have received repeated head and body impacts, with possible sub-concussive
blows. The limited number of participants limits the drawing of robust conclusion
and reduces ML algorithm’s predictive capabilities. Recruitment of more participants
in the future could improve the results in terms of accuracy, and more complicated
algorithmic models can be implemented.

4.2.2.6 Conclusion

In this study, a novel paradigm to measure postural control has been validated. We
demonstrated that we can discriminate between concussion and non-concussion groups
using the BioVRSea setup and particularly, symptoms associated with concussion, es-
pecially with balance problems, follow a pattern that can be quantified. This study
shows the value of a subject-specific multi-faceted postural control assessment. More-
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over, adapting the experiment to one protocol only, and changing the EEG device
from dry to wet electrodes improved the signal quality and analysis, leading to more
exploitable and reliable results regarding brain cortical activity.
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4.2.3 Exploratory study 3: Predicting postural control
adaptation measuring EEG, EMG, and center of
pressure changes: BioVRSea paradigm

This work is adapted from a study accepted for publication in Frontiers in Human
Neuroscience [186]. The aim of this study was, based on the data extracted from the
biosignals, to classify the different phases of the experiment, that imply different type
of stimulaiton.

4.2.3.1 Introduction

An upright posture is not only important when standing or walking, it is also crucial
for successfully accomplishing everyday life tasks and therefore has a major impact on
the quality of life. Falls are the worst consequences of postural control (PC) disorders
[187], and for this reason, fall injuries are one of the most serious health care problems
and one of the biggest threats to the independence of older adults. They are associated
with an increased functional impairment, disability and decreased ability to indepen-
dently manage activities of daily living [138], [188], [189]. PC can be defined as the
ability to maintain the body’s center of gravity within certain limits of stability during
quiet stance or movement. The limits of stability are shaped like a cone and can be
specified as the range in which the body’s center of gravity can be shifted without re-
quiring a change in the base of support [138], [187], [190]. PC involves two general skills
of the human body: first, postural orientation, which describes the ability to maintain
the body position in relation to the environment and ultimately provide an appropriate
response to external perturbations; second, postural stability, which is the ability to
maintain body position in equilibrium [138], [189], [190]. PC is a complex and dynamic
central sensorimotor system that integrates information from the vestibular, visual and
proprioceptive sensory systems. In daily activities, it relies on a multifaceted interplay
of physiological mechanisms [169], [190]-[192]. External perturbations induce and trig-
ger different adaptive PC strategies in the human body. Previous studies investigated
these strategies, focusing on the task-dependent changes of strategies throughout the
lifespan [193], the adaptive behavior of PC due to perturbations in the upright stand-
ing [194], [195] or the adaptive responses to virtual environments [196]. A person’s
CoP and its movement are indicators of stability and are considered particularly use-
ful to study postural response. The CoP can be calculated using a force plate under
the feet that determines the center of the vertical reaction force[138], [187]. In ad-
dition, an increasing number of studies are using brain electrical signals (EEG) as a
viable measurement setup to investigate cortical activity and the neurophysiological
behavior during PC tasks [197], [198]. Likewise, EMG has been used in several studies
to investigate balance control as well as posture correction by lower leg muscles like
tibialis anterior and gastrocnemius [198|. Due to the rising size and complexity of data
sets the use of predictive analyses using machine learning analysis became common
in biomedical engineering studies [199]. This results in the advantage of being able
to use machine learning to examine large high-dimensional datasets for patterns in a
brief period and derive quick and relevant conclusions. Regarding the classification
models for machine learning, the goal is always to get generalizable models that can
also predict other data sets that are not from the same data collection or environment
[200]. The recent measurement setup BioVRSea has been used for various research
purposes, including the prediction of motion sickness or the evaluation of biomarkers
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for concussions [141], [153]. For this study, BioVRSea was used to explore brain activ-
ity, muscle activity, and center of mass to investigate changes in PC responses. With
these biosignals recordings, features can be extracted and then used to classify the sev-
eral segments of the experiment. In total, BioVRsea consists of 6 distinct phases with
individual settings that have a unique influence on the subjects’ responses in terms of
PC. value. Firstly, from baseline to PRE, we have a visual onset with the beginning
of the sea simulation. From PRE to 25%, we have a motion onset synchronized with
the sea simulation. This movement progressively increases at 50% and 75%. Finally,
the induced postural control response is measured while abruptly switching off the
movement while the sea simulation remains on. Therefore, the feature extraction and
analysis were performed for each phase with the aim to estimate and quantify these
different physiological conditions and responses. Machine learning is of great impact
as it helps to determine which biosignals are suitable to predict the different phases
of the BioVRSea acquisition and which patterns can be found in the large amount of
data collected.

4.2.3.2 Material and methods

Experimental protocol BioVRSea is an innovative measurement setup for study-
ing the physiology of PC. It mimics the sensation and gives the impression of being
in a small boat on a rough sea. The goal of the experimental setup is to trigger a
PC response and analyze the various biosignals during the acquisition. The setup
consists of a virtual reality (VR) environment and a moving platform synchronized
with the simulated environment. Subjects stand on the platform and wear VR goggles
and various measurement devices to record the different biosignals. The participants
were prepared for measurement with the placement of a wet 64-electrode EEG cap, six
wireless EMG sensors on the tibialis anterior, gastrocnemius lateral, and soleus mus-
cles of each leg, and the heart sensor strapped around the chest. The EEG amplifier
was connected to the cap and placed in a backpack with a tablet used for EEG signal
acquisition. The backpack is worn by the participant during the experiment. Finally,
the participant enters the VR environment by climbing on a platform and donning VR
goggles. The platform is equipped with a force plate to measure the sway movements
of the participants during the experiment. The schematic experimental setup can be
seen in Figure 4.10.

For the experiment and the following classification, 6 phases are considered, as
depicted in Figure 4.11.

These segments will be the different classes to be predicted with the machine learn-
ing process. The first phase is the baseline segment, where the participant only sees
a static mountain panorama through the VR goggles. During this time, the platform
does not move, and the participant stands with their hands by their side while view-
ing the mountain view for a total of 2 minutes. For the signal processing part only
the last 60 seconds were used. After the Baseline phase, the VR scene changes to
the sea environment and the subject sees him/herself on a small boat at sea. The
second phase lasts 40 seconds and is called the PRE phase. During this phase, the
platform does not move, and the participant remains still with their hands by their
side. In the third phase, the participant holds on to the safety bars and the platform
moves in a synchronized manner with the waves seen in the VR scene. During these
40 seconds, the platform moves at 25% of the maximum amplitude. In the fourth
and fifth phases, the platform increases the intensity to 50% and 75%, respectively
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Figure 4.11: BioVRSea Measurement Setup

for 40 seconds each. In the last phase, the POST phase, the movement of the plat-
form stops while the VR simulation continues. The participant takes their hands off
the safety bar and stands quietly trying to maintain equilibrium watching the VR
sea scene. After 40 seconds, this phase is over and so is the entire acquisition. The
different materials used for the study include the VR software (Sampling frequency:
90Hz, Virtualis VR, Clapiers, France), the moving platform (Virtualis VR, Clapiers,
France), the force platform (Virtualis VR, Clapiers, France), six wireless EMG sensors,
attached to the soleus, tibialis anterioris, and gastrocnemius lateral on both the left
and right legs (Sampling frequency: 1600Hz, Kiso ehf, Reykjavik, Iceland), and the
64-channel wet electrode cap (Sampling frequency: 4096 Hz ANTNeuro, Hengelo, The
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Netherlands). The three integrated biosignals were recorded and synchronized using a
software called MacroRecorder. This software enables to automatize all the consecu-
tive computer tasks and to launch simultaneously the recording. The data processing
and analysis procedure are described in the following sections.

Population The study is based on 191 subjects (age: 34.1 £+ 14.8), 79 male and
112 female subjects (ethic approval by the Icelandic Bioethics Commission — Number:
VSN-20-101 — May 2020). Due to missing or inferior quality recordings, the CoP
analysis was performed on only 172 subjects (age: 33.7 £+ 14.7), 64 male and 108
female.

EEG Brainstorm [124] and MATLAB 2022a (MathWorks, Inc., Natick, 158 Mas-
sachusetts, USA) with the Automagic Toolbox developed by Pedroni et al. [175] were
used for preprocessing and analysis of the EEG data. In order to ensure data quality
and to avoid artifacts, we removed the 5 first and 5 last seconds for each phase of the
experiment. Afterwards, the data was resampled to 1024 Hz. Automagic was used
for automatic preprocessing for each data set, with a manual check at the end. The
ICA MARA algorithm was used with a variance of 20%. A high-pass and low-pass
filter were set to 1 Hz and 45 Hz, respectively. The data were notch filtered at 50
Hz. Finally, the bad electrodes were interpolated. The 5 anatomic lobes of the cortex
consisting of frontal, parietal, occipital and the two temporal lobes that are widely
accepted in the scientific community [201], [202] are used as regions of interest. The
power spectral density (PSD) was computed for each phase and each electrode using
the Welch’s method, with the following frequency bands: delta (1-4 Hz), theta (4-8
Hz), alpha (8-13 Hz), beta (13-30 Hz), low gamma (30-45 Hz). The relative power
of each region of the cerebral cortex was then calculated by taking the mean of the
electrodes located in that region to obtain a total of 5 EEG-related features per region
and per experimental phase. All of this preprocessing was performed in a manner
analogous to the study of Jacob et al. [153].

EMG For the EMG features, preprocessing and feature extraction are required which
were performed with MATLAB 2022a, using the built-in Signal Processing Toolbox.
The muscle signal was analyzed for each segment. After the removing of the transition
from one phase to another, each phase segment for 20 seconds. For further processing,
we use a 4th order Butterworth bandpass, a cutoff frequency of 15 Hz and 500 Hz, and
a sampling frequency of 1600 Hz. Time and frequency metrics were extracted from
this final signal.

CoP To calculate the anterior-posterior (AP) and medio-lateral (ML) displacement
(in centimeters) of the CoP, the following formula was used:
DisplacementAP=Y x0.5xStaticVRAP and DisplacementML=Xx0.5xStaticVRML

The StaticVRAP (respectively StaticVRML) is the percentage of the vertical size
(respectively horizontal size) of the platform sensors, with a value comprised between
“1 and 1. In addition, X represents the dimension of the force platform in the ML
direction and Y represents the dimension of the force platform in the AP direction.
The processing of the CoP data was performed using MATLAB 2022a, and is the same
as previously described in Jacob et al. [153|. During the experiment, the force platform
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Signal | Modalities Features | Total
EEG | 5 bands x 5 brain regions = 25 modalities | 1 25
EMG | 3 muscles x 2 sides = 6 modalities 43 258
CoP 1 modality 35 35

Table 4.2: Total number of features

records the movement of the CoP, a projection of the center of mass of the subject
on the plane of the machine, also called stabilogram. To filter the CoP data, we used
a Savitsky-Golay filter with window size 7. Afterwards we used the stabilogram for
feature extraction.

Machine Learning For the classification analysis, the interactive Classification
Learner App was used: it is included in the Statistics and Machine Learning Tool-
box 2022 in MATLAB 2022a. The data can be imported as a spreadsheet, which
contains the different predictor and response variables. We used a training dataset
containing 70% of the data and a test dataset with the remaining 30%. As is known
from machine learning theory and literature, it is crucial that the model has never
seen the test data set until finally the test accuracy gets computed to avoid overfitting
and biased results [199], [200]. For the validation accuracy, we performed a 10-fold
cross-validation and the validation error gets calculated by averaging over the 10 folds.
Then, the model is trained using the entire training dataset (70% of the total data).
Subsequently, we used the remaining 30% of the data to obtain test accuracy without
bias. As predictors, we used the features extracted from the different bio-signals (Table
4.2). To obtain information about which biosignal is more suitable for predicting the
phase of the experiment, we trained and tested prediction models separately for the
EEG, EMG, and CoP data. Finally, we also trained classification models using both
EMG and CoP features together.

Different configurations have been used for the classification. The first one was
the prediction of the six different phases. For the CoP data, the recording starts only
after the BL, so the second configuration was the prediction of five phases (PRE,
25%, 50%, 75% and POST). A third consideration was averaging the three movement
phases (25%, 50%, 75%) in one unique phase, as the similarity of these phases made
the classification more difficult. This leads to three (PRE, movement, POST) or
four (BL, PRE, movement, POST) phases to classify. Finally, for the EEG signals,
due to the low accuracy in the previous configurations, a binary classification was
defined, to differentiate BL from the rest. The five phases that were not BL were
averaged together in one single phase. This approach of merging was only possible
because we had the same amount of data for each phase. This is also necessary for
the classification to correctly assess and interpret the average overall accuracy [199].
The details of classification configuration and results are listed in table 4.3. For the
feature selection, the ANOVA — analysis of variance - method was used. ANOVA
provides the opportunity to determine the most relevant feature for classification. As
a statistical test it’s suitable to compare the differences between two or more means
of the samples based on mean and variance. The ones with the lowest values show
that they are independent of the target variable. The ones with a high value show
a high relevance for the classification model. ANOVA is suitable for non-stationary
data such as EEG for example and is used in various other studies in the field of
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biomedical engineering and neuroscience [203]-[205]. Afterwards, the effect size has
been computed, calculating n? for a confidence level of 95%.

4.2.3.3 Results

Table 4.3 sums up the classification results. The first column shows the biosignal used
for the prediction. The second column shows the phases taken into account in the
analyses. The “X” overlapping several cells, as on the first row of EEG, considers

the merged phases. The next two columns represent the validation and test accuracy,
followed by area under curve (AUC) for the validation and test. The seventh column
shows which model has been used to obtain those results, and the last three columns
show the top three features for the classification.

Analyzed phases Validation Test AUC AUC Feature Ranking

Bio-signal Model

BL IOl Accuracy [%] Accuracy [%] Validation Test 1. 2. 5
EEG X X 76.1 74.6 0.82 0.82 | Subspace Discriminant LG — occipital A — parietal A — frontal
X X X X X X 24.3 27.1 0.57 0.61 Linear SVM A — frontal A — parietal A — temporal — right
X| X X X X| X 436 39.4 0.73 0.74  [Himezs LTKEO — TA - Right | LTKEO - TA - Left | LDASDV — TA - Right
Discriminant
EMG X X X X| X 128 423 0.72 0.71  Lfimerw LTKEO — TA — Right | LTKEO — GL- Right | LDASDV — TA — Right
Discriminant
X | X X X 63 57.6 0.83 0.8  Limerw LTKEO - TA - Right | LDASDV ~ TA - Right | MFL- TA - Right
Discriminant
CoP X X X X X 72.1 717 0.92 0.92 Linear SVM RDIST — ML SIEL Direction Entropy
X X X 80.1 85.1 0.93 0.93 | Subspace Discriminant Direction Entropy RDIST — ML SD - ML
EMG & CoP X X X X X 64.5 74.4 0.91 0.92 | Medium Gaussian SVM RDIST — ML SD - ML Direction Entropy
X X X 83.1 83.8 0.96 0.95 | Subspace Discriminant Direction Entropy RDIST — ML SD - ML

Table 4.3: Overview Classification Results and Performance Parameter

Phases classification The confusion matrices in Figure 4.12 visualize and summa-
rize the performances of the models detailed in table 4.3, for each biosignal: EEG,
EMG, COP, and EMG-+COP. The table layout shows two dimensions, the true class
in each row and the predicted class in each column and gives insights into the oc-
currence frequency in the corresponding field. Furthermore, the True Positive Rates
(TPR) and the False Negative Rates (FNR) are shown next to that.

With the EEG features it’s not possible to classify all the different phases of the
experiment. But with a test accuracy of 74.6% it’s possible to classify if the data is
from Baseline or not. Regarding the use of EMG features with our test data, we could
predict with an accuracy of 68.4% the Baseline. As it can be seen in Figure 4.12b, it is
difficult for the models to classify the phases in between, resulting in high false negative
rates for these phases. Using the CoP features we can classify 5 phases with a test
accuracy of 71.7%. Striking is the True Positive Rate of 82.4% for predicting the PRE
— Phase and 84.6% for the 25% phase as can be seen in Figure 4.12c. Due to the False
Negative Rate of 36.5% for the Post phase it becomes clear that the model has more
issues to predict the POST phase by only using the CoP data. Most of the mistakes
in predicting the phase result in the fact that in 15.7% of the cases the predicted class
is the PRE phase instead of the POST phase. Respectively this correlation can also
be seen if the model tries to predict the PRE-Phase. By using both EMG and CoP
features we get the best result for predicting the 5 different phases. For the trained
model we achieved a test accuracy of 74.4% and an AUC value of 0.92. The single
True Positive and the respective False Negative Rates can be seen in Figure 4.12d. The
use of EEG, EMG and CoP features jointly did not bring an increase in the overall
accuracy for predicting 5 phases of the experiment compared of the use of EMG and
CoP features together.



4.2. EXPLORATORY STUDIES

N

14.9%

a) EEG features

10.4% | 20.9%

3.7%

9.7%

7.5%

14.9%

17.9%

w

13.5%

13.5%

15.8%

12.8%

True Class

IS

13.4%

23.9% | 18.7%

17.9%

18.7%

5| 12.7%

14.2% | 23.9%

16.4%

16.7%

17.2%

6| 12.7%

19.4% | 17.2%

14.9%

16.4%

19.4%

True Class
»~

4

5

6

Predicted Class

¢) COP features

2.0%

15.7%

9.6%

13.7%

3.8%

1.9%

1.8% 32.7%

6| 15.4%

15.4% 3.8%

15.7%

1.9%

5.9%

Figure 4.12: Confusion Matrices.

5
Predicted Class

1.9%

6

d) EMG & CoP Features

Feature ranking

2R 17.6%

15.4%

35.3%

36.5%

TPR FNR

63

b) EMG features

1 53% | 14.0% | 7.0% | 5.3%

2| 246% | 26.3% | 7.0% | 53% | 17.5% | 19.3%
»3 35% | 26.3% | 12.3% | 21.1%
8
o
Q
e .

4(333% | 8.8% | 21.1% | 123% | 21.1% | 35%

5| 86% | 19.0% | 13.8% | 12.1%

6 211% | 53% | 35%

1 2 3 4 5 6
Predicted Class
d) EMG + COP features

True Class
IS

11.5% IXGEO 15.4%

LR 13.5%

30.8%

27.5%

5
Predicted Class

a) EEG Features b) EMG Features c) CoP Features

6 TPR  FNR

The 3 most relevant EEG features to classify the BL from the ex-

periment are the power spectral density values for the low-gamma phase in the occipital

region, the alpha phase in the frontal region and in the parietal region, represented in
figure 4.13.
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Figure 4.13: Top 3 EEG features to classify BL from the experiment
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If only the EMG data is used, the most useful feature are the logarithmic Teager-
Kaiser energy operator (LTKEQ) of the Tibialis Anterioris Right, followed by LTKEO
of the Tibialis Anterioris Left and the logarithmic difference absolute standard devi-
ation value (LDASDV) of the Tibialis Anterioris Right. The LTKEO feature plotted
for the Tibialis Anterior and for Baseline, PRE and POST can be seen in Figure 4.14.

_ Tibialis Anterioris

35

-45

LTKEO TA Left

55 -
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L 1 L L
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Figure 4.14: LTKEO Feature for Tibialis Anterioris

An increase is recognizable in the LTKEO feature with the ongoing experiment.
Strikingly is also the concentrated clustering for Baseline and more widely distributed
data dots for the PRE and POST phase. Regarding CoP, the 3 most relevant features
for the classification algorithms are the squared root mean distance of the ML direction
(RDISTML) as well as the standard deviation of points on the ML axis (SD ML)
and the direction entropy. In general, it can be noticed that the ML features are
more relevant to predict the phases than the AP features. The different phases of
the experiment can be seen in figure 4.15, plotting the total CoP movement in AP
Direction and ML Direction.

The PRE-Phase strikes out with the lowest values for the total movement regard-
ing both directions. Furthermore, the data dots for the PRE-Phase are limited and
concentrated in a small area. With the further progress of the experiment a stepwise
increase is noticeable in the Medio-Lateral direction and also a slight increase in the
Anterior-Posterior direction. The finishing POST-phase characterizes itself with in-
creased values in the Anterior-Posterior direction as well as a widely distributed area.
Table 4.4 describes the effect size for the top 3 features of each biosignal. EEG fea-
tures have an effect size of around 0.05, highlighting a medium effect. However, EMG
features have an effect size of 0.4, and COP features an effect size of 0.5, showing a
high effect associated with those features.
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Figure 4.15: CoP movement in anterior-posterior and medio-lateral direction

EEG LG occipital A parietal A frontal
7 0.04 0.05 0.07

EMG | LTKEO — TA — Right | LTKEO — TA — Left | LDASDV — TA — Right
7 0.41 0.39 0.41

CcOP RDIST — ML SD — ML Direction Entropy
7 0.53 0.53 0.5

Table 4.4: Effect size description

4.2.3.4 Discussion

Postural control is a sensorimotor mechanism that can reveal neurophysiological disor-
der. The main goal in using the classification is to gain more insight into the dynamic
changes in posture control and the different phases of the experiment. This is the
reason behind the classification of the different phases of BioVRSea.

EEG features With the EEG feature solely, we can only classify Baseline and not
Baseline with an accuracy of 74.6%. This shows that there is a change in brain activity
and a difference between those two stages is recognizable for the model. This difference
can be deduced from the changing VR scene that also triggers the occipital region of the
brain. This conclusion may fit together with the PSD value for the low gamma phase
in the occipital region that is the most important feature for binary classification. The
attempt to classify all the 6 phases was not successful. Considering the experimental
setup this also seems reasonable as the phases of the moving platform (25%, 50% and
75%) will maybe trigger the same regions (such as the frontal and parietal regions)
as they are needed for coordination and motion control [9], [66], [206]. This makes it
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challenging for a classification model to predict a class. Another possible reason is the
individual adaptive PC strategy to the sensory input with respect to the neural activity
[169]. Other causes for the difficulties in predicting all the phases could be that in the
study we took the average PSD value for the entire phase. A possible improvement
could be to take epochs, so that averaging the different spikes on a per-wave basis
could give a more appropriate feature extraction method. Including features derived
from a dynamic analysis (not static as reported here) may also improve performance.

EMG interpretation Regarding the EMG features, the high FNR for the phases
25%, 50% and 75% is expectable as they differ only in their intensity of the sensory
input. As Baseline is the most different phase compared to the others (no sea simula-
tion, no platform movements), it makes sense that it’s also for the model one of the
easiest phases to predict. The logarithmic Teager-Kaiser energy operator (LTKEO) of
the Tibialis Anterioris is the most important feature for the classification with solely
EMG features. It leads to a good classification result especially between Baseline and
the other phases. Li et al. [207] discovered an improved detection of EMG onset using
TKEO, especially at a low signal-to-noise ratio. Other studies were able to confirm
this, reasoning that the calculated energy is derived from the instantaneous ampli-
tude and instantaneous frequency of the signal [208], [209]. Laksono et al. [210] also
performed EMG classification using the Matlab classification learning application and
found an important role of TKEO for EMG classification and high accuracy. The
overlapping clusters for the PRE and the POST phase in Figure 4.14 show that the
LTKEO values are on average higher in the POST phase but it also shows that this
feature on its own is not sufficient enough to distinguish these two Phases without
mistakes. The reason why the LTKEO values are so low in the Baseline could be that
it’s the easiest phase to maintain PC as the VR environment with the static mountain
view combined with the platform not moving is not a challenging task for subjects
without PC disorders. In that phase the muscles are relaxed all the time, and the
subjects rarely contract their muscles to keep balance. This leads to low instantaneous
energy changes and therefore a low LTKEO value. A hypothesis for the widely dis-
tributed dots in PRE and POST visible in Figure 4.14 is that some of the people are
using more balancing movements in those two segments, compared to others that just
need less muscle activity to maintain PC. This quantitively underlines the fact that
people are using individual adaptive PC strategies as identified in the literature [211].

CoP interpretation Similar interpretation can be reached with the CoP data. Fig-
ure 4.15 shows how severe and individual the impact is on the subjects’ PC. The
increase in deviation from the neutral position indicates the substantial influence that
the experiment had on most of the subjects. While observing the scattered plot, it
can be observed that the post phase is more widely distributed, due to the fact that
the severeness of the impact on the subjects is quite different. This result also has
to be seen with the background that anatomical prerequisites also affect the adaptive
strategies and are the reason why some people show a higher deviation from the neu-
tral position than others [212]. The fact that more ML features are relevant for the
classification leads to the conclusion that, for these features, the experiment results in
patterns that differ among each phase, and help the classification model to predict.
A clinical hypothesis for it could be that sways in AP direction are more individual
and natural than sways in ML direction that are triggered by our acquisition [212]. In
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addition to that the VR environment is mainly an AP visual oscillation that is active
in all the phases besides Baseline. This could make it more difficult to predict the
phase as differences between the phases are less significant. This result also matches
with other findings from previous studies [213]-[215].

EMG and CoP interpretation By combining EMG and CoP measurements we
obtain good classification results, with 73.3% of accuracy for 5 phases. The reason
could be that with the EMG data it is difficult for the model to distinguish the phases
of 25%, 50%, and 75%. For these phases, the model can use the CoP data to classify
them. This leads to a high overall accuracy. Comparing the different biosignal features
it becomes clear that EEG is not able to predict all the phases for the BioVRSea
experiment. With EMG as well, the results are not sufficient. With CoP superior
results can be achieved but really satisfying results for the classification of the distinct
phases can only be achieved by using EMG and CoP features jointly. This leads to the
result that those biosignals are needed to describe the dynamic behavior BioVRSea
has on the subjects and to quantitatively assess the adaptive PC strategies.

Limitations The first limitation to mention is the amount of data. This is rela-
tively large for a typical biomedical study with neurophysiological examinations, but
the results, especially the learned classification models, could be even more reliable if
the amount of data were larger. This is especially critical when subgroups are studied,
as the number of subjects is then greatly reduced. In addition, the diversity of the
subjects investigated should be increased in further studies. Also, relative to the aver-
age population, more women than men participated in the study. Another limitation
was the subjects’ behavior during the experiment. Even though we instructed them to
stand still and look in front of them, some participants performed spontaneous move-
ments that were not in reaction to the experiment. This could lead to artefacts or
noise in the data collection. Also, it cannot be fully ensured that subjects remain fully
focused on the experiment and do not pursue other conscious thoughts.

4.2.3.5 Conclusion

This work aimed to study the neurophysiological dynamics of PC, and how neurophysi-
ological measures could help to quantify and predict PC adaptation, from a consequent
healthy cohort. We demonstrated that for our paradigm, EEG could differentiate base-
line from acquisition phases. Moreover, the combination of EMG and CoP parameters
presented satisfactory results to characterize the 5 phases of the experiment involving
the sea simulation. From those results, the best features of each signal were identified
to classify the phases: alpha frontal and parietal PSD, lowgamma occipital PSD for
the EEG, LTKEO for tibialis anterioris for the EMG, and RDIST and SD ML for the
CoP. This work is a first step towards the definition of global healthy pattern, and will
lead in the future to the development of tools to understand and quantify PC-related
pathological conditions.
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4.3 Postural control paradigm (BioVRSea) :
Towards a neurophysiological signature

The work below is published in Physiological measurement [66]. The aim of this work
was to establish a first neurophysiological reference of the BioVRSea paradigm, based
on EEG data from 190 subjects.

4.3.1 Introduction

Maintenance of upright posture is a complex task, requiring the coordination of multi-
ple muscles and joints while also integrating the feedback of different sensory systems,
i.e. the vestibular, visual, and tactile systems. Evidence of the involvement of the
cerebral cortex in the shaping of postural responses to external perturbations has been
reported (|216]). Indeed, the importance of the cerebral cortex to bipedal stance has
been shown in studies of those with pathologies affecting the cerebral cortex function
such as stroke ([217]) and (|218]). Quantitative studies using functional magnetic res-
onance imaging (fMRI) in conjunction with caloric and galvanic stimulation studies
(|219] and [220]) and also functional near-infra-red spectroscopy (fNIRS) have reported
a network of cortical structures involved in the processing of integration of sensory in-
formation in the brain cortex (|221]). It is clear that the brain cortex has an important
role to play in the maintenance of balance but has been under-explored in the liter-
ature, possibly due to the long-held belief that sub-cortical processes have a greater
influence on upright posture control ([222]).

Electroencephalography (EEG) is a non-invasive and convenient tool for assessing
brain response to an external stimulus. EEG is portable and much less expensive com-
pared to MRI, and, therefore, it is more accessible for researchers and clinicians. Both
fMRI and fNIRS measure changes in blood flow in the brain, which is a proxy of neu-
ronal activation. In contrast, EEG directly measures the changes of electrical signals
generated from the cortex that arrive over the scalp. Balance and postural control
(PC) processes in the brain cortex can be evaluated using EEG while in an unper-
turbed stance or in challenging balance conditions. Event-related potentials (ERPs),
which are stereotyped electrophysiological responses to a stimulus, have been used in
many studies to distinguish the normal from the pathological response in many differ-
ent population groups. The N1 response - a negative potential with a peak occurring
approximately 100-150 ms after a perturbation is a prominent cortical potential re-
lated to loss of balance ([223| and [216]) and has been investigated to demonstrate
the correlation between neurophysiological response and postural control perturbation
(|224]). A comprehensive review of ERPs (also called perturbation evoked potentials
or PEPs) is found in [225]. The review mostly reports work in the amplitude assess-
ment of PEPs but also reviews research performed in the frequency domain, where the
spectral characteristics can reveal modulations of EEG activity between baseline and
task-related activity ([226]).

However little work has been carried out in exploring the spectral response from
EEG data, despite it being a common method for EEG signal analysis. ([227]). The
same paper reports frontal and parietal theta power in a cohort of 32 healthy male

participants to be correlated with continuous balance performance for balance tasks
of varying difficulty. [139] used HD-EEG (256-channel) to measure cortical activity
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during vibratory proprioceptive stimulation, with significant changes in absolute power
reported in the alpha and theta bands in adaptation to the stimulation.
The present study aims to capture a reference of EEG spectral response to BioVRSea,

a dynamic postural control system mimicking the movement of a boat at sea, using
a highly instrumented virtual reality (VR) measurement setup consisting of a moving
platform, a VR simulation and several biosignals measurements (see Figure 4.16). A
first study using this paradigm has been published analysing the behavior of people
suffering from concussion ([153]). The present work aims to investigate neurophys-
iological behavior during dynamic postural control. We intend to identify potential
neurophysiological biomarkers, investigating the evolution of power spectral density
(PSD) from EEG signals, over several frequency bands.

4.3.2 Material and methods
4.3.2.1 Participants

The study was approved by the National Bioethics Committee of Iceland (Number:
VSN-20-101). Participants were recruited through snowball sampling. Written infor-
mation about the study was provided to every participant before signing an informed
consent document. At the time of the study, 232 individuals participated in the exper-
iment. Two of them interrupted the experiment due to an intense onset of symptoms
related to motion sickness. Twenty-two individuals were rejected due to technical prob-
lems associated with the EEG setup (wrong configuration, software problems during
the experiment, ...), and eighteen were rejected due to bad signal quality. This leads
to a total of 190 individuals (76 men, 114 women, mean age : 32.9 years old, SD age
: 13.8 years old, age range : 19 - 73 years old) presenting a complete EEG record-
ing and good signal quality. No participants suffered from any clinical conditions or
pathologies, and all considered themselves healthy.

4.3.2.2 Experiment

Acquisition procedure The participants were prepared for the virtual reality and
physiological measurement part of the experiment. This involved the placement of a
wet 64-electrode EEG cap (Sampling frequency 4096 Hz, ANTNeuro, Hengelo, The
Netherlands).

The EEG amplifier (ANTNeuro, Hengelo, The Netherlands) was connected to the
cap and placed in a backpack with a tablet used for EEG signal acquisition. The
participant put on the backpack and was instructed to step onto the force plates after
removing their shoes. The position of the feet was in a bipedal stance with feet hip
width apart while standing on the moveable platform (Virtualis, Clapiers, France).
Finally, the participant donned the VR goggles. Figure 4.16 describes the setup of the
experiment.

The experimental protocol was then explained to the participant. The subjects had
to stand quietly on the platform with their hands by their side observing a mountain
view for the first 2 minutes of the experiment (the last 60 seconds of this step were
used as baseline (BL)). Then, the scene in the VR goggles would change, beginning
the sea simulation. The participants were instructed to remain standing quietly with
their hands by their sides for the first 40 seconds of the sea simulation. There was no
platform movement in this part of the experiment, called task PRE. After 40 seconds
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Figure 4.16: Acquisition setup

of quiet standing watching the sea simulation, the participant was instructed to hold
onto the bars in front of them. The platform then began a synchronized movement
with the sea scene in the VR goggles, with 25%, 50%, and 75% of maximal wave
amplitude. In this central part, each segment lasted 40 seconds and the participant
held the bars of the platform while continuing to observe the sea simulation. Finally,
the platform stopped moving and the participant was asked to remove their hands
from the bars and attempt to stand quietly with their hands by their side for the final
40 seconds of the experiment. The sea scene was still observed by the participant for
the final 40 seconds. This is called the POST phase of the experiment; it is performed
identically to the PRE phase but after the participant has performed movements in the
central part of the procedure. We chose segments of 40s after improving and updating
a protocol from a previous study (|141]). A segment of 40s enables to trigger postural
control without creating a habituation phenomenon that could occur for a longer time
for each phase of the experiment.

Figure 4.17 describes the phases of the experiment.

White

Mountain view screen Sea view
. - 25% 50% 75%
EEG settles Baseline Transition PRE intensity intensity intensity POST
Os 45s 105s 120s 160s 200s 240s 280s 320s
Unmoving platform Moving platform Unmoving platform
Hands OFF the platform Hands ON the platform Hands OFF the platiorm

Figure 4.17: Platform workflow
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Hereafter in the text, we will mention each task of the experiment as BL, PRE,
25%, 50%, 75%, and POST.

The operator could set the frequency of the waves between 0.5 Hz and 3 Hz and
the amplitude of the waves between 0 to 2 (settings from the application internally
designed by the manufacturer). During the simulation, we vary the amplitude of the
platform movements from 0% up to 75%. (0-1.5). Two different protocols were used
at random throughout the study. The ‘light’ protocol was defined as a wave frequency
of 1 Hz with an amplitude of 0.6 while the ‘hard’ frequency was defined as a wave
frequency of 3Hz with an amplitude of 0.5. Each participant experienced either the
hard or light protocol once while taking part in the experiment. The randomly selected
amplitude of the experiment (light or hard protocol) is made to mimic the variety of
“sea behavior,” to cover a wide possibility to trigger a postural control response.

4.3.2.3 EEG analysis

Data processing The EEG was recorded using a 64-electrode channel system. Data
pre-processing and analysis were performed with Brainstorm ([124]) and Matlab2021b
(MathWorks, Inc., Natick, 158 Massachusetts, USA), using the Automagic toolbox
([175]).

For each of the six tasks time segments, we removed the 5 first and 5 last seconds,
to ensure the data quality and to avoid artefacts. The data were resampled to 1024
Hz. Automagic was used to automatically pre-process every dataset, with a manual
inspection at the end. The data were notch filtered at 50 Hz. A high pass and low pass
filter were set respectively to 1 Hz and 45 Hz. ICA MARA algorithm was used, with
a variance of 20%. Finally, bad electrodes were interpolated. Each segment needing
interpolation of more than 15% of the total amount of electrodes was rejected, and the
associated individual was excluded from the experiment. Taking into account all the
individuals comporting a complete EEG recording (208 individuals), rejected channels
were 2.4+10.1 channels. After excluding subjects from the study, keeping only the 190
individuals with good signal quality, rejected channels were 0.541.3 channels.

From this complete EEG recording, the absolute and relative PSD were computed
for each subject, using Welch’s method ([64]), (1s Hamming window length, 50% over-
lap), for the following frequency bands: delta (1-4 Hz), theta (4-8 Hz), alpha (8-13
Hz), beta (13-30 Hz), low-gamma (30-45 Hz), known as the five main brain rhythms
([36], [37]). Welch’s method is a PSD estimation method and is used to calculate the
average periodogram of a time segment. Equation (4.2) defines the power spectral den-
sity, and (4.3) Welch’s power spectrum, which is the mean average of the periodogram
of each interval where it is computed.

w(n)z;(n)e "2 (4.2)

Sw) =73 Silw) (4.3)

Then, the average power of the signal over each time segment is computed by
integrating the PSD estimate, using the rectangle method. For each band, indices
of relative power (RP) were obtained by expressing the absolute power (AP) in each
frequency band as a percentage of the global absolute power obtained by summing the
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five frequency bands. To investigate the robustness of the data, independently from
the window length, the PSD was computed as well for the following window length:
2s, 4s, 8s, and 16s. Those results can be consulted in the supplementary material.

Statistical analysis The normality of the data was tested with a Kolgomorov-
Smirnov test. As the data were not normal, a Wilcoxon signed-rank test was used, with
a threshold of a=0.05. The statistical significance for each electrode was computed,
comparing every single task (PRE, 25%, 50%, 75%, and POST) to the baseline. The
comparisons were carried out, separately, for each frequency band, within each group
(global population, male, female, under 30 years old, between 30 and 50 years old, over
50). Then the correction for multiple comparisons was performed using Bonferroni’s
method. The number of hypotheses tested was 64 channels for 5 frequency bands and
5 phases, leading to a final threshold of %:0.00003. To confirm this statistical
power, another approach has been used, a permutation test, using 5000 permutations.
The results from this last approach are displayed in the supplementary material.

4.3.3 Results
4.3.3.1 Global population results

Figure 4.18 shows the topological plots of PSD for each frequency band for the whole
population. Figure 4.18a shows the absolute PSD and figure 4.18b the relative. Each
column represents a frequency band, and each row represents the PSD difference of
task (PRE, 25%, 50%, 75%, and POST) regarding BL. The "x" symbols represents
significant electrodes (p<0.05). The "x" symbols highlighted in green represent signif-
icant electrodes after Bonferroni correction. The averaged PSD difference is plotted
only for the significant electrodes after multiple comparisons correction.

For the absolute PSD, every band shows significant results for every task. The

delta band has significant electrodes in the prefrontal and temporal scalp, with a PSD
increase for each task regarding baseline. The theta band has significant electrodes
mostly located in the parietal scalp, associated with a light PSD decrease. The alpha
band has significant electrodes for the whole scalp, with a PSD decrease. The beta
band shows significance in the whole scalp as well, with a PSD increase in the occipital
area, and a PSD decrease everywhere else. Finally, the gamma band has significance
mostly in the parietal, temporal, and occipital scalp areas, associated with a slight
PSD decrease.
For the relative PSD, very little significance is shown in the theta band. A high PSD
increase is observed on the whole scalp for the delta band, and a high PSD decrease
is seen for the alpha band, for the whole scalp as well. The beta band shows a high
significance in the PRE phase, on the fronto-parietal lobe, associated with a PSD
increase. For the other tasks, there is a significant PSD decrease in the frontal scalp
areas and a PSD increase in the occipital area. Finally, the low-gamma band shows a
PSD increase in all the tasks, for all the scalp except the frontal one.

Figure 4.19 shows the number of significant electrodes in each task for all the
bands, as well as the average PSD difference (phase - BL) evolution. Figures 4.19a
and 4.19b present the number of significant electrodes for the absolute and relative
PSD respectively, and the average PSD difference is presented in figure 4.19¢ for the
absolute PSD and figure 4.19d for the relative PSD.
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Figure 4.18: Global PSD distribution over the whole population.
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Figure 4.19: Amount of significant electrodes for every band, for each task
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For the absolute PSD, the delta band (in blue) has 24 significant electrodes in the
PRE phase, dropping to 10 in the 25% phase, then increasing constantly to 30 and 38
electrodes for 50% and 75% tasks. It is finally decreasing to 26 electrodes for POST.
The associated PSD remains positive, staying constant at 3 pV?/Hz, until the 75%
phase, then slightly decreasing to 2.5 V2 /Hz for the POST.

The theta band (in orange) has 8 significant electrodes in the PRE phase, increasing
to 20 in the 25% phase, then decreasing to 10 for the 50% task. It slightly increases to
11 electrodes for the 75% task and then drops to 4 electrodes for the POST phase. The
associated PSD starts at 0 V2 /Hz for the PRE. It decreases to -1 yV?/Hz in the 25%
task, then increases slightly to -0.2 yV?/Hz in the 50% task, remaining stable around
-0.4 uV?/Hz for the 75% task, to being very little above 0 V2 /Hz for the POST task.
The alpha band (in yellow) presents more than 55 significant electrodes during the
whole experiment, slightly decreasing from 62 to 57 from PRE to 75% task, then in-
creasing to 61 electrodes for the POST. The associated PSD is always negative, slightly
increasing from -2.7 to -2.5 V2 /Hz until the 75% task, then decreasing to -2.7 V2 /Hz
for the POST.

The beta band (in purple) has 38 significant electrodes in the PRE task, constantly
decreasing until 25 electrodes for the POST task. The associated PSD constantly in-
creases from -1 V2 /Hz in the PRE task to 0.5 V2 /Hz for the 75% task, then slightly
decreases to 0.4 V2 /Hz for POST.

The low-gamma band (in green) has 22 significant electrodes in the PRE task, increas-
ing to 37 electrodes for the 25% task, decreasing to 30 electrodes in the 50% task,
increasing to 43 electrodes in the 75% task, and then remaining stable to 42 elec-
trodes for the POST. The associated PSD is remaining constant for the all experiment
duration, around 0.5 V2 /Hz.

For the relative PSD, the delta band (in blue) has 61 significant electrodes in the
PRE phase, and constantly decreases until 54 electrodes in the POST. The associated
PSD remains positive, keeping a value between 7 and 9%.

The theta band (in orange) has 5 significant electrodes in the PRE phase, increasing
to 10 in the 25% phase, then decreasing to 4 for the 50% task. It increases to 15
electrodes for the 75% task and then drops to 3 electrodes for the POST phase. The
associated PSD starts at 1% for the PRE. It steadily decreases until around -2% in
the 75% task, remaining stable at around -1.8% for the POST task.

The alpha band (in yellow) presents 63 significant electrodes during the whole experi-
ment. The associated PSD is always negative, remaining around 7%.

The beta band (in purple) has 34 significant electrodes in the PRE task, decreasing
to 19 electrodes in the 25% task, and 16 electrodes in the 50% task. It then increases
constantly until 19 electrodes for the POST task. The associated PSD increases from
-3.5% in the PRE task to -0.5% for the 25% task. It remains around -1% in the 50%
task, then increases to 1% in the 75% phase. It finally decreases to -1% for POST.
The low-gamma band (in green) has 40 significant electrodes in the PRE task, increas-
ing to 50 electrodes for the 25% task, decreasing to 47 electrodes in the 50% task,
increasing to 50 electrodes in the 75% task, and then remaining stable to 49 elec-
trodes for the POST. The associated PSD is remaining constant for the all experiment
duration, around 1%.

Figure 4.20 are showing violin plots of the PSD distribution of the significant
electrodes for all the bands, for each phase regarding BL. Figure 4.20a shows the
absolute PSD, and figure 4.20b the relative. The average and standard deviation for
each electrode across subjects are summed up in the supplementary material.
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For the absolute PSD, alpha, beta, and low-gamma bands have similar distributions
for all the tasks, with a high concentration of electrodes distributed around the median.
For delta, and theta bands, most of the electrodes are located around the median as
well, however, the distribution is more spread.

For the relative PSD, alpha, and low-gamma bands have similar distributions for
all the tasks, with a high concentration of electrodes distributed around the median.
For delta, theta, and beta bands, most of the electrodes are located around the median
as well, however, the distribution is more spread.

4.3.3.2 Subgroups results

The results from subgroups have also been computed.

Men and women results Figures 4.21 and 4.22 show the topological PSD plots of
averaged male and female individuals for the alpha and beta band, the other bands
showing no significance. Figures 4.21a and 4.21b show the absolute PSD for males and
females, respectively, and figures 4.22a and 4.22b show the relative PSD for males and
females, respectively.

For the absolute PSD, the behaviour looks close to the one of the global population,
especially for females, with significant changes on the whole scalp for every task of every
band, with the same areas involved. A global lower significance is observed in delta and
theta. Male individuals present a similar trend, however, less significance is observed
globally, with almost no significance in the theta band, and less significance in beta,
and low-gamma.

For the relative PSD, for both males and females, the behavior is completely similar
to the global one, with the high significance in delta associated with a power increase,
and a high significance in alpha associated with a power decrease. The beta band shows
a significant PSD decrease in the frontal scalp and a PSD increase in the occipital area.
The low-gamma band shows a PSD increase in all the tasks, for all the scalp areas
except the frontal one.

Results of age groups Figure 4.23 shows the topological absolute PSD plots of the
different age categories. Figure 4.23a shows the value for the under 30 years old, figure
4.23b for the 30 to 50 years old, and figure 4.23c for the over 50 years old.

For the absolute PSD, the behaviour of the under 30 years old is similar to the
global population, with significant differences on the whole scalp for every task of
every band. However, the two other age groups present way less significance. If some
significance can still be observed in alpha and beta bands, the number of significant
electrodes is very low (less than 15) compared to those under 30 years old.

Figure 4.24 shows the topological relative PSD plots of the different age categories.
Figure 4.24a shows the value for the under 30 years old, figure 4.24b for the 30 to 50
years old, and figure 4.24¢ for the over 50 years old.

For the relative PSD, the behaviour of all age groups is similar to the global one.
Less significance is observed in the 30 to 50 and over 50 years old age groups, but the
amount of significant electrodes is still consistent, and it can be still noticed a strong
significance in alpha and delta. For the low-gamma bands, there is a gradual decrease
of significant electrodes through the age groups. Theta band shows no significance.
The beta band shows a significance in the occipital area for the under 30 years old, for
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sents significant electrodes after Bonferroni correction.

Figure 4.21: Absolute PSD distribution of the male and female individuals
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Figure 4.22: Relative PSD distribution of the male and female individuals
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(b) Absolute PSD distribution of the 30 to 50 years old individuals. The "x" highlighted in
green represents significant electrodes after Bonferroni correction.
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Figure 4.23: Absolute PSD distribution of the different age categories
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(b) Relative PSD distribution of the 30 to 50 years old individuals. The "x" highlighted in
green represents significant electrodes after Bonferroni correction.
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(c) Relative PSD distribution of the over 50 years old individuals. The "x" highlighted in
green represents significant electrodes after Bonferroni correction.

Figure 4.24: relative PSD distribution of the different age categories
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all the tasks, but a frontal significance only, for the PRE phase, for the 30 to 50 years
old group, and for the PRE phase, parietal scalp, for the over 50 years old.

4.3.4 Discussion

The study aims to define a signature for the neurophysiological assessment of human
behaviour during a complex postural control task. 190 individuals have been mea-
sured in a moving platform triggering MS to evaluate the brain response. This work
suggests that quantifying neurophysiology associated with postural control tasks is
possible. The results show a pattern of general behaviour: at the whole population
level, all the bands are showing significant differences compared to the BL.

4.3.4.1 PSD modulations in delta band

The delta band shows a power increase for every task, in the frontal and temporal areas.
[228] reported that an increased delta frontal activity is associated with an inhibition
of sensory afferences that can disturb concentration. The frontal power increase during
our experiment could reveal the presence of inhibitory oscillations to avoid spontaneous
motor movement or to modulate peripheric activity. Other studies presented that the
presence of delta oscillations could be related to motivation, attention, and subliminal
perception ([229]). In terms of postural control, delta increased activation has been
found over frontal and parietal scalp areas as the experiment became more sensory
challenging, independently of the age range (|230]). A recent study highlighted that
a higher delta power is linked with instability (|231]). Our experiment is directly
linked with visual and/or movement stimuli and requires staying focused to maintain
the posture and deal with balance perturbation. The high power increase in the
frontal and temporal delta during our experiment reveals a standard response to this
sensory stimulation and testifies to constant instability. These results are confirmed
with significance over the whole scalp for the relative power, associated with a power
increase as well. Even though results on the delta band have to be affirmed with
caution, as it is highly sensitive to motion and ocular artifacts (|232]), the large cohort
investigated in this study, as well as the thorough pre-processing pipeline before the
power computation, make us believe that those results are robust. Delta power increase
in frontal and temporal scalp areas should be considered in postural control studies to
investigate sensory perturbation and instability.

4.3.4.2 PSD modulations in theta band

The theta band is the band showing less significance, mostly located in the parietal
scalp during the platform movement, and has a quite small power decrease compared
to BL. Theta activity is associated with cognitive tasks and memory in particular (|43])
and is increasing with a task requiring a lot of attention and cognitive demands ([233]).
A previous work highlighted a lack of interaction between postural control task diffi-
culty and theta power ([197]), but observe a similar theta power decrease. This is in
accordance with what we observe, as the participant is asked to hold a bar during the
platform movement. However, [234] observed a higher theta power for a task imply-
ing visual perturbation, assuming that the higher theta power is linked with a higher
cognitive involvement as maintaining the balance is more difficult ([227]). All these
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studies agree on the fact the fronto-parietal activity in theta is linked with error detec-
tion and processing, as well as planning and execution of movements related to balance
(|235]). Regarding our experiment, the low power decrease and the little number of
significant electrodes, only located in the parietal scalp, during the platform activation,
compared to BL, could imply that the subjects did not provide a high cognitive ef-
fort for the activity proposed by the experiment and that a healthy population did not
suffer much from a balance or postural control disturbance throughout the acquisition.

4.3.4.3 PSD modulations in alpha band

The alpha band shows significant changes over the whole scalp for all the tasks. More-
over, the alpha power for each task is lower than the baseline. Studies have shown
that alpha suppression is a signature of mental and body engagement tasks, implying
focused attention during a challenging task (|236], [237]). This suppression testifies to
brain activity that involves information gathering, coordination, and concentration on
the task ([238]). The parieto-occipital scalp remains significantly involved during the
whole experiment for that band. The occipital area is activated during visual process-
ing and perception tasks ([239]), and the parietal scalp is implicated in tasks implying
body coordination and sensory perception of the environment ([240]), and these scalp
areas are both correlated with alpha power suppression (|241], [242]). The BioVRSea
setup used during this experiment combines postural control challenges with visually
induced motion sickness. The fact that healthy participants presented a consistent
significance in those areas and a power suppression in the alpha band can define a
new marker of standard reaction to our experiment. This is strengthened by the fact
that more than 90% of the electrodes remain significant for this band. The same be-
haviour is seen for both absolute and relative power, with a strong significance over
the whole scalp and a high power decrease. Those results are in line with the litera-
ture regarding postural control, alpha power decrease in several scalp areas has been
observed as well ([197], [234], [235], [243|). Alpha power suppression is one of the main
neurophysiological markers of postural control, such as in our study.

4.3.4.4 PSD modulations in beta band

The beta band shows significant differences in several areas. The occipital scalp area
shows a power increase compared to the baseline, except for the PRE phase, and the
fronto-parietal areas of the scalp have a global power decrease. The occipital scalp ar-
eas are involved in visual processing, related for instance to spatial orientation (|244]).
Research stated that beta power is associated with motor tasks, involving movement
planning or execution ([245]). The beta power is constantly increasing during the ex-
periment, especially from PRE to 25% and 50 to 75% tasks (with 75% and POST
tasks having positive values regarding baseline). There is a peak of significant elec-
trodes during the 75% task. This behaviour shows a higher commitment of the brain
when responding to motor tasks, which are the activation of the platform and the
maximum amplitude. This is confirmed by the power peak for the maximum ampli-
tude task. The natural behaviour to this task would be a high beta power activity,
testifying of movement execution, especially after a precise task such as grabbing a
bar, requiring attention and anticipation (|246]), as well as resistance to a stimulus
(|247]). Moreover, a high beta power is revealing the cue onset followed by a decrease
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during movement planning and execution (|248]). Regarding postural control studies,
[243] observed a beta suppression in the bilateral sensorimotor cortices, that was as-
sociated with stabilization support, but however an overall larger broadband power
over the supplementary motor area. The power increase in occipital beta is associated
with motor tasks, and the global power decrease in fronto-parietal scalp areas is ob-
served as well in terms of relative PSD. This should be investigated as it could be the
marker of the interaction between visual stimulation and motor movements during our
experiment.

4.3.4.5 PSD modulations in low-gamma band

The low-gamma band shows significant electrodes in the whole parietal, occipital and
temporal scalps. The average power remains positive compared to BL throughout the
whole experiment. Low-gamma augmentation is linked with cognitive tasks, especially
in the posterior cortex when associated with visual processing ([48]), but also related to
instability (|249]). From our experiment, the higher low-gamma power in the posterior
cortex can testify to the higher commitment to the task related to a visual stimulus.
Regarding postural control, occipital low-gamma power has been found to increase
during visual-related tasks, especially in the occipital area (|234]). A low-gamma in-
crease in the whole fronto-parietal area has also been observed related to task difficulty
(|235]). This is in line with our results, where the low-gamma significance is quite high
in the parietal and occipital areas, especially in the POST task, for both absolute and
relative PSD. These power increases testify to a high cognitive involvement associated
with visual processing, but also a gradual instability feeling.

4.3.4.6 PSD modulations in subgroups

The same work has been done regarding subgroups, based on sex and age. Between
men and women, the behaviour is quite similar in all bands. The main difference
is the absence of significance in theta for men compared to women, and a generally
lower significance in all the bands. The relative PSD on the other hand presents
the same behaviour for both groups. For the age groups, people under 30 years old
presented more significance than the others regarding the absolute PSD: all the bands
are significant for every task. On the other hand, the two other age groups present
few significant differences in the bands. However, the relative power presents similar
results for all the groups, with slightly less significant electrodes for those over 50
years old. Despite being limited, differences between sex and age groups, on one
hand, may be explained by the differences in samples size (particularly for age groups,
there was a lower number of subjects (n=33) in those over 50 years old, compared to
the others) but, on the other hand, they are not easily addressable for the presence of
several subjective psychological factors (such as some anxious personality traits strictly
linked to higher neurovegetative reactions) that may influence the neurophysiological
responses during the execution of the postural control paradigm and that were not
investigated.

4.3.4.7 Absolute vs relative PSD

In the current manuscript, we implemented one of the most classical methods to explore
EEG signal, the analysis of the spectral power (using PSD), which is a linear method



4.3. POSTURAL CONTROL PARADIGM (BIOVRSEA) : TOWARDS A
NEUROPHYSIOLOGICAL SIGNATURE 85

for the frequency-domain representation of the variance of the signal. The spectral
power of the EEG was expressed as AP (energy/power in a chosen frequency band)
and RP (energy/power in a chosen frequency band divided by the total energy/power
of five frequency bands). On one hand, RP may lose some quantity of frequency
information because of its own nature of being a “power standardization” measure
(|250]): power is standardized for total power, the summation of the different five
frequency bands is constantly one and, subsequently, the values of RP may decrease
when the values of AP increases. On the other hand, RP is not susceptible to any
power distortion, caused by frequency mismatch ([251]) or volume conduction, which
may largely affect AP. The main differences in significance we observed in the current
manuscript between AP and RP may be due to the changes in the variance in the whole
EEG signal / in the power of the five frequency bands since, as discussed above, RP
is adjusted for the EEG total power. Thus, we cannot exclude that those differences
in scalp maps and frequency bands between AP and RP may be generated by the
“power standardization” expressing in a standardized way changes and shifts among
frequency bands. Additionally, we may speculate that AP and RP are sensitive to
different brain processes or different expressions of the same process in different brain
areas. In particular, RP can be susceptible to distinct processes because this measure
is the result of a mixture of several frequency band powers. However, in our study
the differences observed between AP and RP are only visible regarding significance;
for each band and each task with enough significance for both powers, the same power
variation is observed in AP and RP. The higher significance of RP compared to RP in
the two extreme frequency bands of our study (delta and low-gamma) confirms first,
the interest in considering those two bands in postural control studies, and second, that
RP is a measure of interest in EEG studies, and should be investigated alongside AP.
Moreover, RP showed a better significance in subgroups, highlighting its importance
to differentiate smaller cohorts of different characteristics. All those reasons lead us to
believe that RP provides valuable information that should be investigated in further
studies.

4.3.4.8 Limitations

Because of the originality of the paradigm of postural control we implemented, we
recognize that our results are generally not comparable with other studies on postural
control. Furthermore, this work has some limitations, mainly related to the compositin
of the enrolled smaple. First of all, the people measured in this study are all healthy.
The results can not be compared yet with a cohort presenting pathologies, related to
central postural control disturbance, like Parkinson’s disease or stroke for instance,
or related to peripheral postural control disturbance, like those people affected by
chronic low back pain or osteoarticular disorders of the hips or knees for instance. It
would also be interesting to compare those results with subjects suffering from known
pathologies presenting a different brain response, such as epilepsy or schizophrenia, or
those mental illnesses with a high arousal activation such as anxiety or stress-/trauma-
related disorders. Also, the population is heterogeneous in gender and age distribution:
there is a majority of women and subjects under 30 years old, even if the number of
men and people over 30 years old remains adequate to draw conclusions. Harmonizing
the demographic characteristics of the cohort will help to strengthen our results.
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4.3.5 Conclusion

This work proposes a new perspective towards the identification of a neurophysiological
signature during a dynamic postural control paradigm. Our study uses an innovative
setup, BioVRSea, that already showed promising results regarding postural control. A
large number of individuals (190) participated in this study. This experiment is based
on a dynamic task triggering postural control, where the analysis of the different phases
can give us a strong indication of behavioral patterns in healthy individuals. The
frequency band analysis of our experiment’s global cohort presented valuable results.
The confirmation of important results of the literature, such as alpha suppression and
low-gamma increase, proves that the methodology used during this study is robust
and viable. Moreover, it highlights the impact of this experiment on postural control,
and leads to the identification of potential neurophysiological markers:

e for the delta band, an absolute power increase in the frontal area, and a relative
power increase over the whole scalp;

e for the theta band, no strong significance is seen, but the absolute power inhibi-
tion in the parietal scalp areas, related to motion and visual stimulation, should
be investigated more in detail;

e for the alpha band, a global power inhibition in the whole scalp;

e for the beta band, a power inhibition in the fronto-parietal area and a power
activation in the occipital area;

e for the low-gamma band, a power activation in the parieto-occipital scalp.

The identification of neurophysiological markers of postural control, as well as
the identification of a reference assessment and later signature of a healthy response
towards dynamic postural control task, would be of help towards a deeper understand-
ing of brain cortical activity during postural control. Moreover, it could lead to the
development of potential diagnostics of neurodegenerative conditions and assessment
methods for rehabilitation. This work will be pursued with more advanced analysis,
such as the study of brain connectivity, through the analysis of the dynamics of brain
networks throughout the experiment. Besides, balancing the subjects’ population by
gender and age as well as implementing this approach with individuals suffering from
pathologies such as Parkinson’s disease will help to validate these results as a new ref-
erence for the neurophysiological assessment of PC. This work is the first step towards
a neurophysiological signature to evaluate complex postural control tasks.
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4.4 Brain network dynamics

The work below is currently under review in Journal of Neural Engineering. The aim
of this study was to decipher brain network dynamics during a complex postural con-
trol task, computing functional networks from EEG time-series, and using clustering
algorithm to segment brain network states, over 158 individuals.

4.4.1 Introduction

The role of postural control (PC) is crucial in daily life. Maintaining upright balance
during postural tasks, gait and orientation are demanding and rely on PC [135]. PC
is a complex mechanism, based on the interaction of dynamic sensorimotor processes
[190]. It is a central nervous system feedback control system, where neural activity
is essential to communicate with muscle activity and physiological as well as visceral
autonomic control systems, to anticipate and react to gravity, movements, and con-
stant changing posture[169], [252]. Thus, any events provoking a dysfunction of neural
activity will disturb PC. This implies that studying PC could help to diagnose, or at
least differentiate healthy behavior from a pathological one, such as neurodegenera-
tive disease for instance [253]. This is a reason why the identification of quantitative
metrics regarding PC, on the neurophysiological level, is of high interest. However,
even though neural circuitry is prominent to ensure steady PC, the underlying neural
mechanism is still largely unknown. Using neuroimaging techniques such as fMRI or
functional near-infrared spectroscopy (fNIRS) several studies highlighted the role of
brain activity in PC studies [254], [255], to study the impact of brain traumatic injury
on balance performance for instance [256]. The same approach has been used to study
these injuries with electroencephalography (EEG) [257]. EEG proved to be of high in-
terest in PC studies, during the control of balance to specific motor stimulation [243],
or to decipher adaptation and habituation phenomena [139], [140]. Compared to other
imaging techniques, EEG is more flexible: it does not require a licensed training, it’s
inexpensive, but above all, it enables mobile experiment setups, and provides a very
high temporal accuracy [33], enabling to track fast changes of brain cortical activity.
For those reasons, EEG is very convenient to use in PC experiments, where brain
activity can be easily recorded while a subject is undergoing different stimulations
challenging its balance.

Based on EEG analysis, it has been shown that spectral power extracted from the
different frequency bands of the brain is an indicator of cerebral cortex involvement
during PC tasks [227], or to differentiate a healthy behavior from a pathological one
[164]. Other studies used evoked potentials to highlight the correlation between brain
cortical activation and balance related tasks [224], [258]. Yet, more advanced tech-
niques, using mathematical tools, are built up to deepen the analysis and identify
more accurate metrics.

An innovative methodology, based on graph theory, has been emerging recently and
has shown encouraging results so far. Brain functional connectivity is using the EEG
time series at the scalp level to reconstruct brain sources and compute brain networks.
It, therefore, studies the interplay between brain regions as well as the strength of
the connections. Its robustness and usefulness have been observed in many studies
[68], [126] and already showed promising results in terms of PC analysis [257], [259].
Brain network analysis helps to identify the functional regions involved during a task,
thus the cognitive processes involved. Previous works [24] observed specific networks
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patterns during common tasks (e.g., resting state, visual, auditory tasks). The identi-
fication of these patterns and the associated hubs involved during those tasks set the
foundation of resting state networks (RSN). Computing brain networks from EEG, and
comparing their metrics to the known RSN is a concrete application of brain func-
tional connectivity to decipher brain functional response to dynamic tasks. However,
for now, the functional connectivity associated with EEG in PC did not fully exploit
the high temporal resolution of this measuring technique.

Based on previous studies [57], [260], the analysis of EEG time series showed voltage
topographies remain stable for a period of around 80-120ms. Those stable periods
have been mentioned as functional microstates. The study of microstates helped to
comprehend brain states and to characterize brain functions in several studies [261],
[262]. More and more tools are available to process and analyze microstates [262],
[263]|. During dynamic tasks, the review of microstates is a promising tool to decode
brain cortical remodeling. From this aspect, we are interested to study the dynamicity
of brain networks (that are now mostly limited in time), based on the method devel-
oped to compute EEG microstates.

The current work will introduce an innovative workflow, combining the two approaches
mentioned above. From the EEG time series, sequences of brain connectivity matrices
and dynamic brain networks will be computed. Then, we will identify states, by clus-
tering network distributions, mainly due to stable network configurations over time.
These resulting states will be called brain network states (BNS). The study of BNS
evolution and characteristics will help to validate this new methodology and open new
perspectives on the appreciation of brain function during dynamic tasks. This ap-
proach has already been used with a few subjects at rest [264], [265], or more recently
developed in the study of Parkinson’s disease [266]. Yet, the spatiotemporal dynamics
of functional brain networks during complex PC tasks are still unclear.

As a model PC, we have recently developed the ‘BioVRSea’ (figure 4.25), a novel
measurement setup that consists of a moving platform and a virtual reality (VR)
simulation mimicking the behavior of a boat in the sea, and several biosignals mea-
surements. BioVRSea paradigm is a dynamic PC task, where the stimulation is mod-
ulated through time. It already showed promising results in terms of deciphering PC
responses, for instance with concussion [153], and has been used as a first step towards
the identification of markers of motion sickness [141]. Here, our objective is to deci-
pher the spatiotemporal dynamics of brain networks during the BioVRSea paradigm.
We believe that this approach will allow us to observe the dynamic remodeling of the
brain during a complex PC task, by watching the dynamic network evolution through
the experiment. To do so, we use advanced EEG analysis consisting of constructing
the time-varying functional brain networks at the source-level. The k-means clustering
algorithm was then used to segment these time-varying connectivity matrices into a
set of BNS. Applied to a relatively large sample size (N=158) of healthy participants,
our results showed that this data-driven segmentation matches very well with different
transitions during the task. The work presented in this study would be the first to
show spatiotemporal brain network dynamics in 158 individuals.
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Figure 4.25: Experimental setup, acquisition workflow

4.4.2 Material and methods
4.4.2.1 Participants

Participants were recruited through snowball sampling. Written information about the
study was provided, and all the participants had to sign a written informed consent
before starting the acquisition procedure. At the time of the study, 158 individuals (93
women, 65 men, age range= 19-72 years old, mean age=32.9 years old, std age=13.2
years old) completed the experiment.

4.4.2.2 Questionnaire

Before the acquisition, the participants were asked to answer a Motion Sickness Sus-
ceptibility Questionnaire (MSSQ) based on the adult questionnaire proposed by Gold-
ing[143|. Subsequently, the participants also had to fill out a motion sickness symptoms
questionnaire right before and right after the experiment. This questionnaire evalu-
ates 10 motion sickness symptoms on a score from 0 to 3: General discomfort, Fatigue,
Headache, Eye strain, Difficulty focusing or concentrating, Increased salivation, Sweat-
ing, Nausea, Blurred vision, Dizziness, or vertigo. From that information, two scores
were calculated, the MSSQ score and the symptoms score. The MSSQ score is calcu-
lated by using the same formula explicated in Golding. This MSSQ is composed of 9
items (scores from 0 to 3), with a maximum score of 27. The symptoms questionnaire
score is calculated by subtracting the average of the symptoms before the experiment
from the average of the symptoms after the experiment, to obtain a final score between
0 and 3.

4.4.2.3 Acquisition

The acquisition procedure is the same one that has been described in Jacob et al
[153]. Before the acquisition started, the subject was equipped with a wet 64-electrode
EEG cap (Sampling frequency 4096 Hz, ANTNeuro, Hengelo, The Netherlands). The



CHAPTER 4. QUANTITATIVE NEUROPHYSIOLOGICAL EVALUATION OF
90 POSTURAL CONTROL

participant was then asked to step onto the platform. The subjects had to stand
quietly on the platform with their hands by their side observing a mountain view for
1mind5s (the last 60 seconds of this step were used as a baseline). Then, the scene
in the VR goggles would change, with a white screen preparing for the sea simulation
(15s). The participants were instructed to remain standing quietly with their hands
by their sides for the first 40 seconds of the sea simulation. There was no platform
movement in this part of the experiment, called task PRE. After 40 seconds of quiet
standing watching the sea simulation, the participant was instructed to hold onto the
bars in front of them. The platform then began a synchronized movement with the
sea scene in the VR goggles, with 25%, 50%, and 75% of maximal wave amplitude.
In this central part, each segment lasted 40 seconds and the participant held the bars
of the platform while continuing to observe the sea simulation. Finally, the platform
stopped moving and the participant was asked to remove their hands from the bars
and attempt to stand quietly with their hands by their side for the final 40 seconds
of the experiment. The sea scene was still observed by the participant for the final 40
seconds. This is called the POST phase of the experiment; it is performed identically
to the PRE phase but after the participant has performed movements in the central
part of the procedure. Figure 4.26 sums up the data processing workflow.
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Figure 4.26: Data processing workflow. From the EEG time-series, ROIs are recon-
structed. The functional connectivity between those ROIs is computed. Then, using
clustering algorithm, BNS are segmented at the group level. Using graph theory, met-
rics are extracted from the network to quantify and analyze their functions. Then, the
segmentation is studied at the subject level to study the prevalence of each BNS.

4.4.2.4 Data preprocessing

The EEG was recorded using a 64-electrode channel system. Data pre-processing and
analysis were performed with Brainstorm [124] and Matlab2021b (MathWorks, Inc.,
Natick, 158 Massachusetts, USA), using the Automagic toolbox [175]. The data were
resampled to 1024 Hz. The data were notch filtered at 50 Hz. A high pass and low pass
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Variable | Description Value
N Number of dynamic connectivity matrices 478

n Dimension of dynamic connectivity matrices | 56
Aij Element of one connectivity matrix -

Table 4.5: Summary of variables describing matrices information

filter were set respectively to 1 Hz and 45 Hz. Automagic was used to automatically
pre-process every dataset, with a manual inspection at the end. The ICA MARA
algorithm was used, with a variance of 20%. Finally, bad electrodes were interpolated.
Each file needing interpolation of more than 15% of the total amount of electrodes was
rejected, and the associated individual was excluded from the experiment, leading to
158 complete EEG recordings lasting around 5min18s.

4.4.2.5 Data processing — Dynamic network computation

In the two following sections, several variables are expressed to describe the matrices
information. Table 4.5 sums up the listed variables and their description.

Brain networks were constructed from the pre-processed EEG signals, using an
approach called ‘dense-EEG source connectivity’, which was developed and used in
previous studies [68], [126], [266], [267]. This method aims to solve the inverse prob-
lem and reconstruct brain sources from EEG time-series. The 45 first seconds of
the acquisition have been used to constitute the noise covariance matrix. Then, the
weighted minimum-norm estimation (wMNE) method was used to obtain the source
distribution [126]. Of the 64 electrodes, 56 regions of interest (ROI) were estimated,
based on the Desikan-Killiany atlas [4]. The list of the ROI is provided in the sup-
plementary material. Finally, the connectivity matrices between these 56 ROIs were
computed, for the alpha band (8-13Hz), using the phase-locking value (PLV), a sliding
window approach, with a window size of 6 cycles [268], resulting in a window of 571ms.
It leads to N = 478 matrices per subject, of dimensions 56 x 56, where each element
Ai,7 of a matrix represents the weight of the connection from the node i to the node
j. This element is called edge.

4.4.2.6 Data processing — Brain network state identification

These dynamic matrices have been averaged over 158 subjects, to have a final structure
of 478 matrices. From this final dataset, brain network states segmentation was per-
formed, using clustering to identify stable periods over time. This analysis was done
based on some functions developed in the EEGLab Microstate toolbox [263]. This
toolbox is designed for EEG voltage topography, but we adapted the pipeline to use it
with functional brain network as an input. Since the n n matrix (n=>56) is symmetric,
we vectorized it in a (n*(n-1)/2) =1540 elements vector. Then, the modified k-means
algorithm [269] was used as a clustering algorithm, and the BNS were sorted accord-
ing to global explained variance (GEV)[263|. To identify the right number of BNS,
we tested the segmentation from 2 to 20 BNS. The number of random initializations
was set at 100, and the max number of iterations was set at 1000, with a default
convergence threshold of 1076. To ensure an optimal segmentation, the process has
been rerun several times (in our case four times), and has been compared qualitatively
to select the most suited. After the segmentation, a smoothing has been performed



CHAPTER 4. QUANTITATIVE NEUROPHYSIOLOGICAL EVALUATION OF
92 POSTURAL CONTROL

to remove the small peaks or unstable states. All states being present in less than 20
consecutive matrices were changed to the next most likely brain network state.

4.4.2.7 Data processing — Brain network states and Resting-states
network correspondence

Each segmented state was then computed from a vector to a 56 x 56 symmetric matrix.
This represents the functional network associated with the BNS. Based on the studies
published by Kabbara et al.[267], and Shirer et al.[24], we associated each of the 56
nodes with 7 RSN: DMN, DAN, SAN, MOT, AUD, VIS, and Other. The affiliation of
each node and RSN is summed up in the supplementary material. Then, using Brain
Connectivity Toolbox [129], the strength (sum of weights of each link connected to
the node) of each node has been computed. We then computed the strength of each
RSN by summing the values of each node associated with this RSN and dividing it by
the number of nodes belonging to the RSN. To identify the dominant RSN for each
BNS, we elicited those with a value superior to the sum of the average and standard
deviation of the 7 RSN strengths. For visualization purposes, only the nodes with
a strength > 0.1 were displayed, using BrainNetViewer [270]. Each region of interest
(ROI) defined from the Desikan-Killiany atlas is affiliated with the corresponding RSN.

4.4.2.8 Data processing — Quantification

After the BNS segmentation was performed on the averaged matrix, we returned to
the subject level by performing a backfitting. Each sample is associated with the
most similar BNS, based on global map dissimilarity [61], [263]. As a result, we have a
BNS distribution for each subject. To analyze it, the percentage of BNS repartition per
subject is computed for each of the 478 matrices. Moreover, two metrics are computed:
first, the transition probabilities matrix, revealing the transition probabilities from one
state to another, and the occurrence, which indicates the average number of times per
second a BNS is dominant [263].

4.4.2.9 Data processing — Relation with questionnaire

As mentioned in the results section, the relationship between metrics (global transition
matrix, transition matrix per phase of the experiment, global occurrence, occurrence
per phase) has been investigated with age groups and questionnaire results groups,
dividing them with the following criteria:

e Age: 30 youngest (age range= 19-22 years old, mean age=21.2 years old, std age=0.7
years old) compared to the 30 oldest individuals (age range= 48-72 years old, mean
age=>56.1 years old, std age=6 years old)

e Motion sickness susceptibility questionnaire (MSSQ): 15 highest scores against 15
lowest

e Motion sickness symptoms (MSS): 15 highest scores against 15 lowest

For the age, we chose the 20% top and 20% lowest to observe the age difference impact
and have enough subjects in each group to draw a relevant statistical analysis. For
the MSSQ and MSS, we chose 10% of the top and lowest scores, to remain coherent in
the groups, and not include people that were not feeling sick or prone. Even though
the number of individuals is not high, it is enough to perform preliminary statistical
analysis, and therefore observe a trend in the results.
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4.4.2.10 Statistics

For the relationship between age or MS related questionnaire, a Wilcoxon rank sum test
(=0.05) has been performed. If a parameter was observed as statistically significant,
it was then corrected for multiple comparisons using a false discovery rate [176].

4.4.3 Results
4.4.3.1 EEG reveals five brain network states during PC

The functional brain networks were computed over the entire experiment, at the alpha
band- due to its significance in previous connectivity and PC studies [259] — using the
EEG source connectivity method [126]. Briefly, we estimated the dynamics of brain
sources, then we computed the statistical coupling between brain regional time series
(N=56). This was done using a sliding-window approach (window size of 6 cycles
according to Lachaux et al [268]. This yields 478 connectivity matrices for the entire
task. Then, we wanted to cluster those matrices into brain network states (BNS), using
the k-means algorithm, which is a set of networks that dominate over time. The BNS
segmentation was performed on the averaged dynamic networks from all the subjects
(see Materials and Methods for details about EEG signals processing, network con-
struction, and BNS segmentation). As detailed in the Material and Methods section,
the BNS segmentation has been repeated four times, and a qualitative inspection has
been done in each of them, to result in an optimal number of clusters k=5.
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Figure 4.27: Dynamic BNS segmentation over the fulltime experiment. This figure
shows the results of the BNS segmentation on the experiment, displaying their distri-
bution over the time. 5 BNS have been identified, and their respective networks are
shown below the distribution.
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The segmentation leads to five BNS during this PC paradigm (figure 4.27). The
correspondence of each BNS to a functional network (according to previous stud-
ies(Kabbara et al., 2017; Shirer et al., 2012)) is illustrated in figure 4.28. The baseline
is composed of BNS 4 (default mode network ~-DMN-), BNS 1 (salience network -SAN-
), and BNS 5 (SAN). BNS 3 (auditory and motor networks) appears slightly before
the transition phase, until slightly after the PRE phase. Then BNS 1 appears again
until the end of the PRE phase. BNS 3 is present for the whole 25 and 50% tasks,
and switches to BNS 1 right before the 75% task. A bit before the POST phase, BNS
1 switches to BNS 2 (Visual network -VIS-), until a third of the POST phase, where
it switches to BNS 5.
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Figure 4.28: Affiliation of each BNS to the closest RSN. This figure shows the affiliation
each BNS to the closest RSN, based on the RSN strength. A histogram for each BNS
is presenting the strength of the seven different RSN. To identify the dominant RSN
for each BNS, we elicited those with a value superior to the sum of the average and
standard deviation of the 7 RSN strengths. BNS 1 highest strength is for the SAN
network (1.45). BNS 2 highest strength is for the VIS network (1.44). BNS 3 highest
strength is for the MOT and AUD network (1.44). BNS 4 highest strength is for the
DMN network (1.42). BNS 5 highest strength is for the SAN network (1.41).

4.4.3.2 Quantification

Following this global average segmentation, we then investigated the presence of each
state at the level of the individual subject. This process is called backfitting and
consists of associating with each EEG sample the state it is the most similar with.
The backfitting allows us to compute several metrics to quantify, for instance, the

Exs
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transition probability between one state to another, and the occurrence of each state
per phase of the experiment. Figure 4.29A shows the BNS repartition (in %) after
the backfitting. It is completed by the mentioned metrics, e.g., in 4.29B, transition
matrix probability from one state to another (where the element Ai,j represents the
probability to switch from state i to state j), and in 4.29C, the global occurrence of
each BNS which indicates the average number of times per second a BNS is dominant.

BNS backfitting

100
A.

90
80
70
60

50

% presence BNS

40

30

20

0 50 100 150 200 250

. . Time (s)
Transition matrix Global occurrence

e

O

Brain network states
~ ) o -

o

Occurrence
o 2 N w & o @& N @ ©

1 2 3 4 5
Brain network states BNS 1 BNS 2 BNS3 BNS 4 BNS 5

Figure 4.29: BNS backfitting distribution, and their associated transition matrix and
occurrence. Panel A) shows the backfitting distribution, the x-axis represents the time
of the experiment, and the y-axis the percentage of the subjects where the BNS is
present. Panel B) shows the transition matrix probability from one state to another
(where the element Ai,j represents the probability to switch from state i to state j).
Panel C) shows the global occurrence of each BNS.

The BNS 1 (salience network) is the most present state, being there in around 35%
of the individuals during the whole experiment. The second most present states are
BNS 4 (default mode network) and BNS 2 with around 15-20% presence, then BNS 3
and BNS 5, around 10%. The highest transitions (figure 4.29B) are from all states to
BNS1, the state with the highest occurrence in every phase, followed by BNS 4.

4.4.3.3 Quantification

Here, we investigate the possible correlation between the brain network dynamics as
described above and some of the participants’ information such as age and motion
sickness assessments. Statistical analysis has been performed for each component of
the transition matrix, as well as BNS occurrence, for the global metrics and the metrics
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by phase. Figure 4.30A shows the global metrics presenting statistical relevance, which
is the transition matrix from BNS 5 to BNS 1 for age. No significance was shown on
the global for other groups or metrics. Figure 4.30B shows the correlation between the
2 groups with the transition probability, as well as a boxplot displaying the significant
transition probability value for each group.

BNS transition matrix - global

" Statistical significance - 30 youngest vs 30 oldest B' Boxplot significant transition probability - 30 youngest vs 30 oldest
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Figure 4.30: Correlation results between BNS metrics and age. Panel A) shows the
significant transition with the associated p-value. Panel B) shows the boxplot of the
significant transition probability value for each group.

For the global transition matrix, the transition from state 5 to state 1 was signifi-
cantly different (p=0.036) between the 30 youngest and 30 oldest. It can be seen that
most of the young cohort has no transition from state 5 to 1, whereas the transition
is more present for the old group.

4.4.4 Discussion

The results from this study highlight a dynamic remodeling of the brain during a com-
plex PC task. A novel methodology has been developed using microstate segmentation
at the brain network level.

From the average dynamic functional brain network, a BNS segmentation has been
performed. The first observation is the fact the BNS distribution is representative of
the experimental phases. Indeed, for each phase change, a state transition happens
slightly before or after. The only exception is for the transition between 25% and
50% phases, which can be easily explained by the fact that there is no difference in
stimulation between the tasks, only a higher amplitude of movement. Going deeper
into the analysis, we break down each phase and observe the repartition of the BNS. It
can be noted that only two states appear only one time in the distribution: BNS 4, at
the beginning of the baseline, and BNS 2, between 75% and POST. From the results
displayed in figure 4.28, BNS 4 main function is linked with DMN. It is coherent as
the baseline starts when the subject is already standing on the platform with the same
view for around a minute. DMN is a state that is activated when the subject is in the
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resting-state mode and focus is in internal mental state process [271], [272], or mind
wandering [273] and is deactivated when a cognitive task starts.

BNS 2 main function is linked with VIS. This state occurs at the end of 75% and the
beginning of POST, so when the platform is moving at the maximal amplitude and
then stops moving, while the subject is always seeing the sea simulation inside the VR
headset. The subject must maintain its balance during this phase, but its PC is not
challenged by any motion stimulus, only visual. The presence of a visual network state
at this period testifies to the cognitive involvement into this task, as its prominence
during visual stimulations experiments has been highlighted in previous works [274],
[275].

BNS5 appears two times, at the end of baseline and the end of POST. Its main func-
tion is linked with SAN. BNS 1 appears in the middle of the baseline, in the whole
PRE phase, and in the whole 75% phase. Its main function is linked with SAN. Stud-
ies showed that SAN interacts with DMN and other executive networks [276]. This
explains the transition from state 4, which is DMN, to state 1 from state 1 to state
5 in the baseline, as during baseline, the brain is at rest and is preparing for what
comes next. Moreover, SAN is also more presents when the brain needs to be aware
of what it should focus on to move, quickly between information gathering, decision
planning, and execution [277]. State 1 is present shortly after the PRE starts, which
is the first actual PC disturbance: the subject needs to maintain equilibrium even
though the platform is not moving, due to the visual stimulation. It needs to adapt
and understand from where the mismatch between what is seen and what is felt comes
from. This occurs as well with BNS 5 in the POST phase, which is like the PRE.
Then, BNS 1 is present for the whole 75%, while the platform is still in motion, but
after already moving for more than a minute. We can hypothesize that the motor
cortex is less activated due to the habituation of the phenomenon and that the SAN is
dominant in that case to anticipate the upcoming task. To differentiate the 2 BNS, we
can look at their second most dominant RSN. For BNS 1, the second RSN is the DAN,
which is involved during passive viewing tasks [278|, and in general during a focus on
a particular task, selective attention [279]. This is experimented during the 75% task,
where the subject responds to the platform movements and focuses on a specific point
of reference in the VR environment. For BNS 5, the second BNS is Other, which cor-
responds to the 7 other RSN identified by Shirer et al. [24], but not explicated in this
study. However, the strength of the other RSNs is in the same range. This BNS does
not have a second dominant RSN. This would explain that it is following BNS1 in the
baseline, as they are both salience and prepared to switch to another state. Moreover,
this BNS is also at the end of the experiment, in the second half of the POST phase,
showing that the subject is focused on information gathering, and decision making to
maintain the balance, but also knowing that experiment is coming to its term, then
the salient network is helping with the anticipation of the end of the task.

BNS 3 is present during the whole Transition phase, and the whole 25% and 50%
phases. Its main function is linked to AUD and MOT. During the Transition phase,
the screen turns white and the sound of the waves and environment appears, while it
is completely silent during the baseline. Since there is no motion or visual stimulation,
the presence of a dominant auditory network is coherent, as previous studies identified
this network to be more activated during audio stimulation [280]. Secondly, state 3
is also present during the whole 25% and 50% tasks, so when the platform activates
and starts moving at different intensities. It is during this period that we ask the
subject to put his hands on the bar. Those phases of the experiment are based on
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motion stimulation, and the dominance of the motor network is perfectly illustrating
this point, as the motor network is mostly solicited during tasks requiring movements
[281].

The global BNS segmentation based on the alpha band network shows a clear dynamic
brain remodeling during the experimental protocol. Thus, it is interesting to observe
the results at a patient-level, and figure out if a similar trend can be observed. The
backfitting results reveal an explicit dominance of BNS 1 during the whole experiment.
This BNS is associated with a salience network, which is known to interact between
cognition of DMN and cognition of the executive network [276]. Since our experiment
is dynamically composed of different stimulations (visual, motor), the salience network
is playing a key role to catch the attention on where the brain should focus, and fa-
cilitate the transition between information gathering, decision planning, and internal
focus [277]. This is supported by the average transition matrix. It can indeed be seen
that the highest transitions occur from state 1 towards every state, and from states 2
and 4 to state 1, confirming the role of BNS 1 to regulate and orientate brain cortical
activity depending on the stimulation.

According to the occurrence metrics, after BNS 1, BNS 2 and 4 have a similar presence
during the whole experiment. As the visual stimulation is constant during the experi-
ment, through the VR headset, it is then expected to see an average occurrence of state
2. Regarding state 4, since the DMN testifies to internal focus and cognition [271],
[272], it can be hypothesized that a good part of the participants was not challenged a
lot during the simulation, and therefore did not need to be involved a big part of their
cognition during the experiment.

The analysis of the whole cohort gives promising results. The BNS segmentation re-
veals an explicit remodeling of the brain during this dynamic PC task. The prevalence
of RSN depending on the phase shows the pertinence of this approach. This study also
aimed to study the potential differences in the cognitive behavior between two groups
based on different criteria: motion sickness susceptibility and age.

On the age aspect, significance is observed in the transition probabilities. The transi-
tion from BNS 5 to BNS 1 is significantly higher in the 30 oldest people than in the 30
youngest. The two states have a salience network as the most dominant RSN, so they
principally have the same main function. However, the second most dominant RSN
is DAN for BNS 1 and Other for BNS 5. Thus, since DAN is activated when there
is a particular focus on the task, we can speculate that the oldest people, while their
salience network is activated, have increased activation of the attentional network, as
they need more attention to the task and might suffer more from the experiment, due
to the age-related decline in PC, and a need of increasing attention to maintain balance
[137].

4.4.5 Limitations

This work presents some limitations. First, the algorithm used to cluster the BNSs
is stochastic, meaning that it will give different results every time it is run. However,
it should converge to an optimal solution, thanks to the settings used. In our study,
we are setting the algorithm to 100 restarts and 1000 iterations, which is sufficient to
obtain a reliable segmentation.

Secondly, we chose to focus on the alpha band, due to its significance in previous
studies associated with PC [259]. It could be interesting to observe how the brain
network segmentation is performing on the other frequency bands, or even on the
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global frequency spectrum. Thirdly, no significance has been found in global metrics
related to motion sickness parameters. This aspect should be pursued to adapt the
group definition, as well as the characterization of motion sickness in people.

Lastly, this work has been done on healthy people only. It would be interesting to
compare this work with groups suffering from pathologies affecting their neural activity
or PC. We can also compare this distribution with new data from a healthy cohort to
confirm that the results obtained in this study are consistent.

4.4.6 Conclusion

This study aimed to decipher brain network dynamics during a complex PC task.
158 individuals underwent the BioVRSea experiment. We demonstrated that, on the
alpha band, the brain network state segmentation was illustrated appropriately in
the evolution of the different phases of the experiment. Each BNS was studied to
determine its dominant RSNs, giving a better insight into functional connectivity and
how it translates brain behavior in PC. The BNS distribution has then been monitored
on the subject level, showing the prevalence of one state, which comports a dominant
salient network. Finally, a proof of concept has been done to study differences between
groups, based on age, and motion sickness susceptibility. The results showed statistical
differences in some metrics and transition probabilities for the age difference. This work
validates an innovative approach, based on a robust methodology and a consequent
cohort, to quantify the brain networks dynamics in the BioVRSea paradigm. Further
studies will confirm those results by comparing new data to this distribution, and
by observing the distribution of people presenting pathologies. This is the first step
towards the definition of a reference of brain network behavior in dynamic PC.
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Chapter 5

Tools and paradigms to assess brain
electrical activity: discussion

The reported investigations from this dissertation developed new tools for brain cortical
activity assessment. Under two research scopes, schizophrenia and postural control,
several approaches of EEG time-series analyses have been implemented, with an aim
to identify neurophysiological markers of brain response to different stimulation, and
to bring quantitative metrics that can be used for further assessment.

5.1 Summary

The work detailed in this dissertation has a two-fold impact: first, it confirmed findings
identified in previous literature, with the use of different and innovative paradigms.
Second, it uncovered novel findings, that could be crucial for a better understanding
of brain cortical activity and its associated cognitive process. Above all, this essay
validate the use of EEG, and the need to find robust, reliable and original methodology,
in order to go further in our knowledge regarding brain mechanisms. Table 5.1 sums
up the principal findings of the work.

Findings Paradigms Spectral analysis Functional connectivity
. . Correspondence between | Correspondence between
High wvariance between | . . . .
rTMS and > . increasing psychomet- | increasing psychomet-
. . subjects regarding rTMS . . . .
schizophrenia impact rics score and higher | rics score and higher beta
p alpha and beta power participation coefficient
. Differentiation between | Significant increase in
BloVRSea and concussion and non- | theta band through the ex-
concussion . . .
concussion group periment for concussion
Significant differences in
BioVRSea neuro- | First reference of prefrontal delta, occipi-
. . . . tal gamma, whole alpha
physiological sig- | BioVRSea postural con- db bands f
nature trol paradigm and beta bands for postu-
ral control challenging tasks
compared to resting-state
Validation of brain net- Identification of 5 brain
BioVRSea and | work state approach, network states and their
brain network | combining microstates dominant function de-
dynamics clustering and functional scribing adequately the ex-
connectivity algorithm periment

Table 5.1: Summary of the main findings
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The findings obtained throughout this work can be divided in two categories:
methodological and neurophysiological.

Methodological findings

Confirmed findings The first confirmed methodological findings concerns study
design. Chapter 3 corroborates the use of ERP in the study of schizophrenia, and more
precisely the P300 paradigm regarding schizophrenia with AVH. Regarding the num-
ber of electrodes, both research studies showed interesting results spatially, through
connectivity or topological power map. It justifies the use of at least 64 electrodes to
perform these types of analysis. The use of more electrodes (128, or 256 as related in
chapter 3) can be necessary for more accuracy, and is sometimes crucial to identify
neuropathological behaviour. The setup and placement of an HD-EEG cap on a sub-
ject is however more laborious, which highligths the importance of finding the good
compromise when designing a protocol.

Regarding the sampling frequency, the results from both chapters back the use of
1024Hz as a sampling frequency. It is enough to track fast response and to observe the
dynamicity of brain mechanism. Regarding our studies, the use of a higher sampling
frequency would not be much benefitial and would lead to larger datasets, thus longer
processing time and more storage requirement.

The second confirmed methodological findings that we can list concerns data analysis:
chapter 3 illustrates well the different approaches defined in chapter 2. First, the tem-
poral and Fourier-based spectral analysis, that are already a standard way of analysis
in this field, provided valuable information, based on signal latency and amplitude for
the temporal analysis, and on power variation for the spectral analysis. The latter is
confirmed in chapter 4, where the Fourier-based spectral analysis has been used in dif-
ferent studies, to observe the effects of concussion on postural control, but also to build
a foundation of a neurophysiological reference in a new postural control paradigm. In
both cases, this approach has been successful, with robust and reliable results. On
top of those two approaches, chapter 3 supports as well the use of metrics extracted
from network analysis, based on brain connectivity. This methodology is quite recent,
but is increasingly used in the last 10 years, especially based on EEG time-series data.
Some metrics were also used in chapter 4, to help the quantification and interpretation
of brain networks.

Novel findings The first novel methodological findings is the use of a BioVRSea
as an experimental setup. This complex paradigm combines VR and a moving plat-
form to replicate the behaviour of a boat at sea. It triggers postural control during the
different phases of the experiment, based on visual and /or motor stimulation. The dif-
ferent studies and results presented in chapter 4 validate the use of this setup combined
with EEG measurement. It showed promising results for postural control assessment
and related pathologies.

The second novel methodological finding is the combination of more complex and
innovative methods to understand dynamic brain remodeling during complex tasks.
Microstates segmentation algorithms, usually based on EEG voltage topography, have
been used on reconstructed brain networks to compute dynamic network distribution
during BioVRSea experiments. The resulting states, called brain network states, have
been analyzed and quantified using network analysis. This approach is new and recent,
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and has been developed for the first time, in postural control studies and for that many
subjects (158), during this PhD work. The outcome of this study validated the use of
this methodology, and should therefore be pursued in different areas.

All of those findings confirm the importance of designing a coherent study, from
the equipment, the experimental setup, to the data analysis pipeline. This thesis
presents several tools that are, on one hand, favorable to study longitudinal impact of
neuropathological treatment, such as r'TMS on schizophrenia, and on the other hand,
to quantitatively assess neurophysiological dynamics on complex brain mechanisms,
such as postural control.

Neurophysiological findings

Confirmed findings The confirmed neurophysiological findings are, first, the

latency and changes in amplitude in P300 paradigm for patients with schizophrenia
and AVH detailed in chapter 3.
Regarding chapter 4, a significant power variation in specific bands, mainly theta,
was observed for people who suffered from concussion, compared to people who did
not. This confirm the neurophysiological impact of concussion regarding cognitive
impairment, and the way it can affect balance.

Novel findings The first novel neurophysiological findings is the impact of r'TMS
as treatment for schizophrenia with AVH. Chapter 3 details a case study where some
preliminary results encourage a further use of this technique. A power variation in
alpha and beta and changes in network metrics reveal a trend of positive changes one
week after the treatment. Of course, the sample size is very low, and only short-term
effects are presented. However, the innovative use of rTMS, that is usually employed
in other diseases, and the associated cortical remodeling are results of interest to base
further studies on.

Chapter 4 presented strong results to find a first neurophysiological reference of pos-
tural control related to BioVRSea paradigm. Its strength relies on the high number
of subjects measured (190 in one study, 158 in another). It shows a localised power
variation in every frequency band during the different phases of the experiment, high-
lighting the constant cortical activation or deactivation during postural control. On a
more dynamic aspect, this thesis identified brain network states segmentation, during
BioVRSea, illustrating adequately the evolution during the different phases of the ex-
periment. Moreover, each state was analyzed to determine its dominant resting-state
network, giving more insight about their function. This results underline the constant
neurophysiological changes, activating the most suitable brain areas to anticipate and
respond to a stimulus.

Those findings validate the use of EEG with adapted paradigms to study brain cortical
activity associated with cognitive processes. It is very helpful to assess the efficacy of
a treatment, and to identify biomarkers that are essential in the clinical assessment.
Moreover, the study of a healthy cohort as a point of reference is crucial, first to estab-
lish a standard behaviour regarding the developed paradigm, and second, to analyze
and interpret the associated activity. The results can later be used as a comparison
with other patients, suffering from neurodegenerative diseases. The significant differ-
ences between the groups will help to identify clear markers of those diseases, that can
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help first, for a clinical assessment, but also in terms of rehabilitation, to identify the
potential causes and consequences, how to treat it, and how to monitor the efficiency
of the chosen solution. All of this can be investigated with the use of EEG.

5.2 Discussion of the findings

Neurophysiology is an essential tool for clinical applications. The use of continuous
EEG in intensive clinical units has proven itself vital for seizure detection, treatment
follow-up, and most generally neurological monitoring [282]. To deal with the risk of
data corruption or poor signal analysis from several sources of artefacts, guidelines
have been proposed [283], and the use of quantitative EEG have made it more read-
able and reliable for clinicians [284]. Thus, it is without doubt that EEG is a reliable
tool for clinical use. However, the use of EEG on a more restricted duration, for di-
agnostics or assessment purpose, is more limited in the clinical field. To date, it did
not fulfill the expectations of eliciting biological markers, but can be useful to provide
insight regarding pathologies by documenting functional remodeling of the brain dur-
ing specific conditions, such as sleep in the frame of dementia research [285]. More
and more studies in the recent years identified metrics that could be used in a clinical
evaluation, regarding Parkinson’s disease [286], Fragile X syndrome [287], or delirium
[288]. However, those metrics need to be investigated and validated more thoroughly,
with the support of psychometric scales for instance, to be accepted as biomarkers of
a condition, and some EEG analysis approaches, such as functional connectivity, or
longitudinal studies, have not been sufficiently used for now, despite their promising
potential. The work related in this thesis aimed to address this aspects, by proposing
new tools and approaches, that could lead to the development of quantitative data to
be used in future clinical application.

Methodological findings This dissertation emphasizes the importance of adequate
methodology for a correct assessment of brain cortical activity. ERP remain a key as-
pect of EEG analysis, and their numerous paradigms (visual, auditory,...) enabled to
identify clear patterns of a normal response, and therefore the characterisation of an ab-
normal one. Moreover, this process being time-locked, it is very convenient to analyze,
and allows a great variety of approaches, from the temporal, spectral, to connectiv-
ity domain. Each approach can give a specific insight about brain cortical activity,
and therefore help the interpretation of the underlying mechanism. This diversity of
analysis leads to a huge potential of biomarker identification, of a neurodegenerative
condition, of a treatment impact. Thus, due to its ease to design and setup, ERP is a
crucial tool to assist clinical evaluation.

The design of more advanced measurements setup to target complex mechanisms is also
necessary. Taking the example of postural control, a great number of researches study-
ing this process involve simple setups such as a vibratory platform. It contributed to
set the fundamentals of our understanding regarding postural control. However, the
use of more advanced and dynamic setup, with different stimulation, helps to com-
bine different concepts and to deepen the analysis. The first results from BioVRSea
paradigm are in line with the current knowledge of postural control and motion sick-
ness. This point is crucial. On one hand, it ascertains the use of this setup to study
postural control. On the other hand, it opens a door towards new methodologies, new
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ideas, and further analysis. Spectral analysis remains a solid and basic technique to
study EEG time-series, as developed throughout this thesis. Yet, this work also insists
on the pertinence to investigate functional connectivity from EEG. It relies on robust
mathematical concepts, and provide supplementary information on brain function dur-
ing cognitive process. The advantage of using it on EEG is to benefit from the high
temporal resolution. It becomes very easy to track precise brain dynamics, which gives
an important insight regarding brain remodeling. This approach has been more and
more used, and the combination of brain connectivity and microstates is promising as
it gives a concrete description of brain status, and can be easily quantified. Alike ERP,
it can in the future become an essential tool for clinical assessment.

Neurophysiological findings This work presents promising neurophysiological find-
ings, that are not robust enough yet to be considered as biomarkers, but are basis on
which to pursue the analysis. Regarding schizophrenia with AVH, our results suggest
that r'TMS has at least a short term impact into brain remodeling. Of course, the
sample size was very low, so the significance of the study is far from sufficient. How-
ever, this study should be considered as a proof of concept, and propose a new way to
assess treatment techniques based on neurophysiological results, and not only relying
on scales. The EEG based features confirmed the psychometrics scales, and helped
to have better idea of rTMS impact on brain response. More precisely, the spectral
based features and the connectivity coefficients could be potential biomarkers of rTMS
impact in the frame of schizophrenia with AVH. Thus, this analyses should be pur-
sued on larger scale and longer term researches. If those preliminary results are later
confirmed, it would be a great asset for the clinical field. First, it would open the way
to new treatment assessment, and second, it would enable to follow and evaluate the
long term progression of patients with schizophrenia, and eventual positive evolution.
Postural control is a complex mechanism, relying on the central nervous system. It is
widely studied, but it lacks of clear quantification, due to the numerous different ways
to measure it, based on different sensors: stabilogram, muscle activity, brain activity.
Yet, many disorders are known to affect postural control, due to neurodegeneration
for instance. BioVRSea paradigm offered a new glance at the induced cortical activ-
ity. It emphasized the fact that every band is involved in this mechanism, and gave
new knowledge about their cognitive implication. Those results corroborated the ones
from previous postural control studies, with a higher number of subjects. Therefore,
the changes of power in every frequency bands during the different tasks are a way
to quantify healthy postural control response. Further studies will use BioVRSea to
study postural control for patients with balance-related disorders, such as Parkinson’s
disease. It will enable to track signal differences for patients suffering from patholo-
gies, and underline those differences a biomarkers that can be used later for clinical
assessment. It has been confirmed with a proof of concept, studying the impact of
brain traumatic injuries, showing a first trend between questionnaire assessment tools
and brain signals, and a difference of behaviour in brain activity between people who
underwent concussion and people who did not, which is promising for the clinical as-
sessment.

Perhaps the most noteworthy finding of the reported studies is presented in the final
work, the brain network state segmentation. Each brain network state function was
analyzed, and it is intriguing to observe how quickly and efficiently the brain reacts
and adapts to the stimulation it is exposed to. Those results confirm the importance
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of salience network, to analyze and facilitate the transition from one state to another.
The global network distribution presented a real coherence regarding the different
phases of our experiment, providing a lot of information regarding brain behaviour.
Indeed, thanks to graph theory and microstates based algorithms, it is very convenient
to extract reliable and descriptive quantities to measure postural control response, and
interpret the associated neurophysiological behaviour. This metrics will be compared
in the future with different cohorts, to have a deeper understanding of brain function
associated with PC, and ultimately become a milestone for further clinical assessment.

5.3 Conclusion

This thesis dissertation relates several research studies with the aim of developing
new tools and paradigms for brain cortical activity assessment. It studied the impact
of r'TMS on patients with schizophrenia on one hand, and brain activity related to
postural control on the other hand, based on EEG time-series. The first conclusion
we can draw from this work is the great potential of EEG signals to describe brain
behaviour, and the different analysis domains all provide valuable information. In both
research scopes, significant differences were observed on the spectral domain, and, in
the case of ERP paradigms, in time domain. It enables to study the longitudinal effect
of a treatment, or to differentiate groups according to previous traumas or pathologies.
However, the main outcome from this thesis would be the remarkable benefit of using
functional connectivity. This approach gives numerous new measures that provide
concrete information of the brain remodeling. Moreover, it can be used in a static
or dynamic experiment. Thanks to the high temporal resolution of EEG, dynamic
network segmentation can be performed, revealing precisely the causes of changes in
brain activity, as well as how it is translated in a functional aspect. This methodology
can provide a better understanding of brain mechanisms under various situations, as
concrete metrics can be extracted from brain network and their clustering through
time. Future works should incorporate this technique, as it would lead to reliable
biomarkers of a condition, and therefore be of critical use in clinical evaluation.



Chapter 6

New methodology to assess cartilage
condition: EU project RESTORE

A parallel project performed during this thesis was the contribution to a EU project:
RESTORE (http://restoreproject.eu/).

6.1 Context

Restore project aimed to develop nanoenabled solution for personalised cartilage re-
generation. In the frame of the EU project Restore, Reykjavik University developed
the 1st European database of chondral lesions morphometric and associated 3D models
(https://restore-project.ru.is/). Thanks to its partnership with the University
Hospital Landspitali, 47 knees have been scanned since March 2019. Three different
types of subjects have been recruited : 25 degenerative (D), 14 traumatic (T), and 8
healthy acting as control (C). This database contains information regarding the dif-
ferent type of chondral lesions and the behaviour of the cartilage, based on Computed
Tomography (CT) and Magnetic Resonance (MRI) images. Exhaustive measurements,
regarding the thickness, the grading of the cartilage, as well as the presence of medical
pathologies such as cysts, bone attrition, were performed on those medical images,
for each patients, based on a robust radiological approach. It provides a complete
overview of the patient‘s condition from those 2D images.

On the 3D aspect, using high performing medical imaging software (Materialise,
MIMICS), these images were processed in order to segment and dissociate the different
part of the knee : femur, tibia and patella. CT and MRI acquisitions were taken
positioning the patient knee in the same way therefore an accurate registration between
the datasets was possible, in order to have in the same dataset bone and cartilage. The
geometry is studied from this processed images.

From this final dataset, we extract information about density and volume : the
mean value of Hounsfield Unit (HU), a scale to quantify the radiodensity, is computed
for each bone and cartilage part. This enables us to conduct preliminary analyses that
will be displayed in the database.

This section will relates two studies (one published, one under peer-review) analysing
the data extracted from the different image modalities, in order to find new metrics
for cartilage assessment.
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6.2 CT and MRI based 3D reconstruction of knee
joint to assess cartilage and bone

The work below has been published in Diagnostics (|289)]).

6.2.1 Introduction

Osteoarthritis (OA) is among the most common forms of arthritis [290], occurring
when protective hyaline cartilage between bones breaks down through injury or dis-
ease. Hyaline cartilage in the knee is an important tissue which, due to avascularity,
does not heal spontaneously after injury and often requires surgical intervention. OA
of the knee is a major cause of disability worldwide [291], causing significant burden
on healthcare systems [292]. The lifetime risk of developing symptomatic knee OA
is approximately 45%, with a higher risk being associated with obesity (60.5%) and
advancing age [293]. The incidence of OA is predicted to increase in the decades to
come due to older populations and obesity [294], [295].

OA is a polysymptomatic disease but is generally characterized by thinning and loss of
cartilage. Assessment of cartilage condition and thickness is therefore crucial for both
detection and monitoring the progression of OA. Diagnosis is usually based on a clinical
assessment and a radiographic examination. Planar X-rays of the knee are used rou-
tinely in radiographic evaluation, however, soft tissue is not adequately visualized, nor
is this modality sensitive to changes in the joint over time [296]. Magnetic Resonance
Imaging (MRI) is the state-of-the-art imaging modality for the assessment of hyaline
cartilage and has seen rapid developments in hardware, sequences and image analy-
sis in the last decade [296]-[299]. MRI provides a visual assessment of the cartilage
and presents a means for quantitative evaluation of the volume and dimensions of the
cartilage, and its chemical composition. Comprehensive overviews of MRI sequences
for assessing morphological and compositional aspects of knee cartilage are described
in [296], [297], [300]. MRI is capable of accurately assessing the size and thickness
of articular cartilage [298], [301], [302]. In addition to visualizing the cartilage, MRI
also images other tissues involved in OA, such as subchondral bone, meniscus and soft
tissue. Computed Tomography (CT) imaging also provides an excellent 3D represen-
tation of cortical bone [303]-[305|, osteophytes and soft tissue calcification and has
been used to investigate changes in the joint, including trabecular bone remodeling,
subchondral cysts and bone sclerosis, all of which can be OA-related changes in the
joint [306]. As the understanding of OA develops due to advances in medicine and
imaging, it is important that OA is viewed as a disease of the whole organ, involving
multiple joint tissues [296].

The severity of OA can be assessed by the degree of joint space narrowing and damage
to cartilage and underlying bone. Several scales that exist assess the extent of OA.
Kellgren-Lawrence (KL) grading is used for the rating of OA on planar x-rays, where
the definite presence of an osteophyte (Kellgren-Lawrence grade 2) confirms a struc-
tural diagnosis of OA [307]. Kellgren-Lawrence combines an overall grade for OA from
joint space narrowing and osteophyte presence, which incorrectly assumes that these
structural changes appear continuously [296]. Other grading systems such as the OA
Research Society International (OARSI) Atlas system separate a joint space narrow-
ing grade from the presence of osteophytes. Both however only assess the tibiofemoral
joint, underestimating the patellofemoral contribution to the disease [296]. Other com-
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monly used scales include that developed by Ahlbéck in 1968 [308| which is based on the
measurement of joint space narrowing. A 2003 study measuring the inter and intraob-
server reliability of the Ahlbéck scale reported low to medium agreement coefficients,
especially when reporting on radiographs of earlier stage OA [309]. Comparisons of
knee OA scales have shown moderate correlation with arthroscopic findings and also
have moderate to high reliability between individual observers [310]. In a study on
severe OA, five radiological grading systems demonstrated medium correlation with
intraoperative findings of full-thickness cartilage loss, and moderate interobserver reli-
ability for all systems [311]. In both studies, Kellgren-Lawrence and Ahlbéck showed
the highest correlation with cartilage loss, although still in the moderate range. Semi-
quantitative MRI based grading systems such as Whole Organ Magnetic Resonance
Imaging Score (WORMS) and Knee OA Scoring System (KOSS) are based on a variety
of features of the MR image from the whole knee joint, including cartilage size and
depth, bone marrow lesions, subchondral cysts to name but a few. Some of these semi-
quantitative scoring systems have demonstrated ‘within grade’ changes over time, thus
exhibiting increased sensitivity compared to traditional grading systems [296]. Quan-
titative measures using MRI include the cartilage volume and thickness calculated
as a continuous variable, requiring segmentation of the cartilage in the MR image.
This type of analysis requires high resolution 3D imaging to facilitate accurate mea-
surements and delineation of defined subregions of the cartilage [296]. Comparison
of several clinical, radiographic, and biochemical measures revealed that the relatively
strongest predictor of longitudinal MRI-defined cartilage thinning was reduced baseline
cartilage thickness in the medial femur [312].3D cartilage surface mapping (3D-CaSM)
has also shown promise for tracking changes in cartilage thickness, where 6-month
changes were observable using the semi-automatic 3D-CaSM algorithm. [313]. Recent
work in healthy knees has also shown the utility of 3D ultrasound in quantifying car-
tilage volume when registered with MRI scans [314].

Injury to the knee joint presents a substantial risk of development of OA. Planar X-
ray imaging, CT arthrography, and MRI have all been used in the assessment of knee
trauma following injury [315]. An MRI-based score incorporating traumatic and sub-
sequent degenerative changes was introduced in 2014 by [316]. The Anterior Cruciate
Ligament OsteoArthritis Score (ACLOAS) evaluates structural joint damage, features
of OA (including cartilage loss) and acute signs of inflammation in traumatic injury
to the knee. The ACLOAS aims to be used for longitudinal assessment of injury and
subsequent OA in the knee joint.

6.2.1.1 Cartilage new assessment methods/gold standard

There are two main volumetric analyses used in the cartilage assessment of this re-
search. The first is a wall-thickness analysis, where the cartilage mesh is taken and
the thickness of each element is calculated from surface to surface. The hypothesis for
this analysis is that degenerative and traumatic patients’ cartilages will be thinner in
specific places based on the patient category than the control group. The second is
the curvature analysis, which measures the Gaussian curvature of an element based on
its surrounding elements. The hypothesis here is that around areas of higher cartilage
degradation there will be higher curvature as holes and depressions form around these
areas.
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6.2.1.2 Use of 3D modelling Tools

In this project, the medical 3D modelling software Materialise MIMICS (Materialise
Interactive Medical Image Control System, Materialise, Belgium) and 3-Matic were
used to analyze the cartilage. The application of the MIMICS software is to segment
and isolate the specific cartilages from a CT scan and export the generated 3D mesh for
further analysis. MIMICS allows the user to directly extract geometric measurements
and densities in Hounsfield unit (HU) values for each element. The exported cartilage
parts are subsequently imported into 3-Matic, where components’ meshes are analyzed
and features extracted.

6.2.1.3 Machine Learning and Artificial Intelligence

In the scientific literature, it is possible to find multiple applications of Machine Learn-
ing (ML) and Deep Learning (DL) starting from MRI or other medical images of the
knee related to OA. The progression of OA over time can be predicted with the use
of ML algorithms using principal component analysis (PCA) [317], x-ray images and
general clinical data [318]. DL was used by Liu et al. [319] to detect acute cartilage
injuries within the knee joint, while Bien et al. [320] utilized DL efficiently to detect
general abnormalities on knee MRI exams. Moreover, DL was used for OA diagnosis
[321] and the prevention of total knee replacement using MRI and non-image features
[322]. The KL grade system described above was predicted with DL by Kwon et al.
[323|, having as initial features gait data and radio-graphic images. Moreover, gene ex-
pression signature and ML technologies were used to identify OA through liquid biopsy
[324], [325]. In this research, ML was used, more specifically by using tree-based al-
gorithms for a three-classes classification using the novel 3D features introduced here
as initial features: these are employed to classify traumatic, degenerative and control
(healthy) subjects.

This study presents a novel workflow developed in the frame of the EU project RE-
STORE. It is based on the segmentation and processing of medical images to 3D
reconstruct a model of the knee joint. The analysis of these models provides an exten-
sive set of metrics that can be used to assess cartilage and bone condition.

6.2.2 Materials and Methods

Figure 6.1 represents a graphical abstract of the study workflow.
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Figure 6.1: Graphical abstract
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6.2.2.1 Participants

Participants were recruited as part of the European project RESTORE (https://
restoreproject.eu/) (CORDIS grant agreement ID: 814558). The aim of RESTORE
is to implement patient-specific solutions for cartilage regeneration. This study has
been approved by the Icelandic Bioethics Commission (approval number: VSN-19-
050).

Recruitment After completing an informed consent, 47 subjects (24 females, 23
males, mean age = 50 years, std age = 19 years, min age = 20 years, max age =
81 years) underwent X-Ray, CT scan and MRI of one knee at Landspitali University
Hospital in Reykjavik, Iceland, using standardized acquisition protocols and patient
positioning. From the total of patients, 24 subjects (12 females, 12 males, mean age =
64 years, std age = 12 years, min age = 35 years, max age = 81 years) were suffering
from degenerative (D) cartilage. They were on a waiting list for prosthetic replacement.
15 subjects (9 females, 6 males, mean age = 35 years, std age = 11 years, min age —
20 years, max age = 50 years) suffered from a knee trauma (T) with possible cartilage
injury, and 8 participants (3 females, 5 males, mean age = 34 years, std age = 14
years, min age = 24 years, max age — 67 years) were involved in the study as control
(C) subjects (no knee symptoms or history of trauma).

Scanning process

CT scanner The CT scanner was a Toshiba Aquillion One, 320 slice, that covered
a 16 cm area of interest in a single gantry rotation. Slice thickness was 0.5mm with an
increment of 0.25mm. Tube voltage was 120kV, tube current was 250mA and effective
mAs was 125. The protocol covered about 15cm of area (axial plane) centered at the
knee joint with small variations according to patient size. No intravenous contrast was
administered. The initial CT dose index was set to 12.1mGy. The preliminary dose-
length product was 193.2mGy*cm. These values have been individually recalculated
by the CT scanner for each patient according to size/thickness of the examined area.

MRI The MRI was a 3T Siemens Healthcare Prisma scanner. Volumetric 3D
sequences with isotropic voxels of 0.6mm were acquired in the axial plane with a
surface coil without intravenous contrast. This allowed for reconstructions in various
planes along regions of interest. A 3D fast spin echo, intermediate weighted and fat-
suppressed sequence which allowed for morphologic evaluation of cartilage and for
better assessment of subchondral bone marrow was used. The maximum field of view
was 16cm, with a minimum matrix size of 256x256. The area of interest was cartilage-
covered areas around the knee. The protocol covered 14cm centered at the knee joint.

6.2.2.2 Data processing and analysis

Segmentation All acquired images were processed using a medical imaging software,
MIMICS, as shown in Figure 6.2. Knee bones of femur, tibia and patella and their
corresponding cartilages (femoral, lateral tibia, medial tibia and patellar) have been
considered. The segmentation process was done following the same protocols both for
bones and cartilages, respectively taken from CT scan and MRI.
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Figure 6.2: (a) Segmentation of femur cartilage from MRI file. (b) Model 3D of bones
and cartilages. (c) Registration on CT file.

The first step was to create a mask for each entity by setting a density threshold
interval. If necessary, editing operations were performed to refine the masks and
improve their fitting accuracy. These masks were then converted into 3D objects.
Next, a new image was created with Image Registration: MRI and CT images were
registered, and bones and cartilage objects were combined. This was done by choosing
at least four landmarks. The most suitable points are: highest and lowest points on the
patella bone in the sagittal view, the upper point of tibial tubercules and the lateral
side of the tibia in the coronal view (in any case, also other points can be chosen
as landmarks). On the newly created image, a realignment process was manually
made in order to place bones and cartilages on the correspondent anatomy, aligning
the cartilage around the correspondent bone and trying to avoid their overlapping.
Once this operation was completed, bones and cartilages masks were created from 3D
objects. A manual inspection was done to remove any overlap of cartilage over bone.
A final visual proof was made on 3D models of cartilages. Contact between bones
is clearly visible from X-ray images and it justifies damages in cartilage tissue. We
verified the presence of holes in related objects. Scanned bone segments resulted in
different sizes due to the acquisition process. Moreover, our interest is to consider only
the part of bone near the cartilages. For these two reasons, we decided to crop femur
and tibia bones, selecting a region of interest (Figure 6.3). The patella is not subject
to these issues because it is a small bone, always acquired in its entirety.

MIMICS allows calculation of the radio density in HU directly from a region of interest
on CT scans. Human tissues absorb or attenuate X-rays beam according to their
density. The HU is a radio density measurement for CT images based on a linear
transformation of the X-ray beam attenuation coefficient. Water corresponds to zero
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Figure 6.3: (a) Cropped mask of femur bone in sagittal view. (b) Cropped mask of
tibia bone in coronal view.

Figure 6.4: (a) Degenerative Femoral Cartilage (b) Traumatic Femoral Cartilage. (c)
Control Femoral Cartilage.

in the HU scale, while bones have values higher than 400 [326]. Therefore, cartilages
masks were filtered between 0-300 HU, which provides a good range for visualization
of soft tissue pixel intensities (cartilage being soft tissue). The cartilage radiodensity
was then extracted from the final mask. At the same time, bone mineral density
(BMD) was computed from the radiodensity (in HU) using a linear formula that was
determined empirically based on a phantom [327]. Volume and surface data were
extracted from masks and 3D objects respectively. Regarding those cartilages that
presented holes, we evaluated the size of damage using the best fit of an ellipse. We
subdivided them into three main categories: grade zero in the absence of holes, grade
one when the area is equal to or lower than 20mm?, grade two when the area is higher
than 20mm?.

Figure 6.4 shows the 3D computed models of femoral cartilage for each group.

Wall thickness and curvature analysis After the four cartilages were segmented,
a Python script was used to export the parts as STL (Standard Tessellation Language)
files to 3-Matic and automatically perform the two analyses for each patient on each
cartilage. This results in eight analyses per patient which can be further processed
for parameter extraction. The analyses give a result for each element in the STL part
file and the parameters extracted are standard deviation (STD), variance (VAR), the
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mean, root mean square (RMS). Other parameters can also be extracted based on the
hypothesis, such as the normalized number of elements below one STD of the mean
for the wall thickness analysis and normalized number of elements above one STD of
the mean for the curvature analysis. This results in 48 parameters per patient. It is
important to understand how the results of the analyses are obtained. Each analysis is
a text file where each line contains a data point containing the coordinates that make
up each triangular element of the STL cartilage file along with a value of thickness
or curvature of that element. Since the results are obtained element-wise, one cannot
simply take the raw numbers, as the size of each element differs. First, a normalized
data set must be calculated, and this can be done by applying weights to each result
to give them an importance factor. The thickness of a larger element weighs more
than the thickness of a smaller one, and the same for curvature. As the units for
ML methods are somewhat arbitrary, one way of normalisation can be to multiply the
analyses values by the area of each element. In this manner, it is possible to obtain
normalized statistics of the data set. Although the units are different, we still create
a standardized form of statistical variance between the patients.

Y = AX, (6.1)

where Y; is the normalized area result of data point ¢ and X, is the " value of the
data point e.g. the curvature of the i*" element and A, is the area of the i*" datapoint.
The next step is to extract statistical features from the normalized data set. Since it is
hypothesized that there will be a higher degree of thinner elements in degenerative and
traumatic patient cases, it may be interesting to look at the percentage of elements
below a certain degree of the mean for the wall-thickness analysis following the equation

(Ng <ty — ao)
Ng
where 11, is obtained for each individual analysis, and is the mean of the standardized
data set of the wall-thickness analyses. The parameter o is the standard deviation of
each individual analysis. The parameter o being the weight attached to it, a is also
constant for each type of analyses and cartilage, e.g. curvature analyses of the femoral
cartilage should all have the same «, it is obtained through a guess and check method
to create the highest possible separation of the patient groups. Ng is the total number
of elements in each individual analysis. Therefore Wyeycent is the ratio of number of
elements below a certain degree of the standard deviation of the mean divided by the
total number of elements in each individual analysis. A similar equation can represent
the curvature analysis, but instead, it should be interesting to look at the percentage
of elements above a certain degree of the mean, as a rougher surface should have more

curvature

(6.2)

Wpercent =

Ng > p.
Cpercent = ( E ]/\; T aa) (63)
E

where Cpercent i the ratio of elements, p. is the average curvature of the normalized
data set and the rest of the parameters the same as in equation 6.2.

6.2.2.3 Statistical Analysis

A Shapiro-Wilk test has been performed to verify the normality of the distribution
of the extracted data. Since the data tested were mostly not normally distributed,
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a Kruskal-Wallis test was conducted on each extracted feature. In cases where the
results showed significant differences, a Dunn’s test was used as post-hoc to analyze
the specific sample pairs (C-D, D-T, T-C). The significance level (alpha) was set at
0.05, and the statistical results that present a p-value lower than alpha are considered
significant. For each comparison, the elements in the sets are the number of patients
present in the groups considered (24 in D, 15 in T, 8 in C). Data comes from a half-
normal distribution, due to the small sample size and the thresholding applied during
the segmentation process.

6.2.2.4 Machine Learning Classification

The aim of the use of MLis to prove the potential ability of these novel 3D features to
classify degenerative, traumatic, and control subjects. Knime analytics platform was
used: it is widely known and gives good performance in biomedical and health engineer-
ing applications [328]-[330]. Three tree-based algorithms were selected for the present
ML analysis: decision tree (DT), random forest (RF) and gradient boosting (GB)
[331], [332]. DT simply builds a basic tree while the other two use the DT to improve
the power of their predictions. RF combines randomization and bagging while GB
applies both bagging and randomization, adding the boosting technique which assigns
weights to the classified subjects. Both are known to perform efficiently in multiple
health engineering fields [333], [334]|. K-fold cross-validation was performed during the
train and test division with k=5 folds [335]. Accuracy, specificity and sensitivity for
all three classes were used as classification metrics to evaluate the performances of the
algorithms.

Different feature selections were given as input to the three tree-based algorithms for
a total of 5 with respective numbers between parenthesis:

1. Bone (#8): All the features extracted from the Knee Bones
2. Cartilage (#16): All the features extracted from the Knee Cartilages

3. Bone and Cartilage (B-C) (#24): All the features extracted from the Knee Bones
and Cartilages

4. Wall Thickness and Curvature (WT-C) (#27): All the features explained in the
previous paragraph 2.2.2. Initially, there were a total of 48 of these features, but
13 of them were not considered because their standard deviation was too high
compared to the average values, and these data could affect the classification
process.The other 8 are the curvature standard deviation weight and the wall
standard deviation weight, which are the same for every subject.

5. Total features (TOT) (#51): B-C and WT-C features together

Hole-related features have not been considered because most of them are zero, so they
do not add any useful information for the classification.

A feature importance calculation was performed after the classification process for the
RF algorithm model.
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6.2.3 Results
6.2.3.1 3D measurements

The main damage from injury or disease in the cartilage tissue are highlighted by alter-
ations in the composition of the synovial joint and surface degeneration, remodeling of
subchondral bone, formation of osteophytes and appearance of holes in cartilage [336].
The data shown in Table 6.1 display the average bone mineral density, as well as radio-
density, volume and surface from each cartilage after tissue segmentation. The results
were calculated for each group (Degenerative, Traumatic and Control) and compared.

Table 6.1: 3D Results. Mean is reported for each group. Standard deviation is reported
in brackets and median in the row below in bold.

D T C
Bone Mineral Density (g/cm?®)
Femur 1.25 (0.03) 1.29 (0.03) 1.27 (0.03)
1.25 1.30 1.27
Tibia 1.28 (0.02) 1.32 (0.03) 1.30 (0.03)
1.29 1.32 1.30
Patella 1.34 (0.05) 1.41 (0.04) 1.41 (0.05)
1.35 1.42 1.40
Patella Volume (mm?) 20368.41 (4486.86) | 17747.93 (4389.93) | 19375.79 (5000.31)
19315.82 16575.77 20508.23
Patella Surface (mm?) 4867.88 (1614.10) | 5648.82 (3180.33) | 4105.83 (725.54)
4402.45 4516.32 4234.59
Radiodensity (HU)
Femur Cartilage 88.55 (5.74) 88.64 (12.34) 94.06 (7.45)
89.51 86.56 97.17
Lateral Tibia Cartilage 88.45 (8.30) 91.78 (19.85) 91.76 (3.10)
88.20 89.53 92.21
Medial Tibia Cartilage 104.20 (19.94) 101.32 (16.70) 104.93 (7.65)
98.90 97.33 103.74
Patella Cartilage 78.98 (17.53) 79.19 (18.27) 95.10 (16.47)
74.94 77.16 88.36
Cartilage Volume (mm?)
Femur Cartilage 20265.18 (6856.78) | 13429.59 (2725.04) | 11764.49 (4479.56)
19618.83 12956.89 9654.09
Lateral Tibia Cartilage 2075.11 (1515.56) | 1110.60 (409.59) | 757.59 (380.87)
1371.79 1160.67 725.18
Medial Tibia Cartilage 1526.14 (1226.54) | 981.93 (610.23) | 555.76 (368.51)
1067.28 868.62 440.17
Patella Cartilage 3241.80 (1164.37) | 2778.97 (656.93) | 2866.61 (715.97)
3199.50 2734.05 2854.35
Cartilage Surface (mm?)
Femur Cartilage 14737.79 (2866.13) | 12270.98 (1378.72) | 11968.50 (2663.58)
14076.96 12319.56 11541.29
Lateral Tibia Cartilage 1809.96 (922.87) | 1299.96 (437.06) | 1082.64 (371.60)
1458.98 1238.18 1038.20
Medial Tibia Cartilage 1702.80 (997.76) | 1233.47 (469.07) | 949.80 (400.35)
1288.59 1172.29 1001.64
Patella Cartilage 2546.89 (469.92) | 2443.72 (480.52) | 2517.28 (409.93)
2588.05 2371.60 2530.24
Presence of holes (%) 3.76 0.47 0

The D group presents lower BMD values compared to the others. The T and C
groups have same values of density for patella bones, while for femur and tibia, the T
group has higher values. Significant statistical results are between T-D groups both
for femur (p-value=0.000352) and for tibia (p-value=0.00294); for patella between C-
D groups (p-value=0.0236) and T-D groups (p-value=0.00044). The T group has the
lowest volume and the highest surface in the patella. The D and C groups show similar
trends in the volume and surface for the patella. However, no significant evidence come



6.2. CT AND MRI BASED 3D RECONSTRUCTION OF KNEE JOINT TO
ASSESS CARTILAGE AND BONE 117

Lateral Tibia Cartilage Medial Tibia Cartilage

104.93
o 9178 9176 105
104.20
91 104
90 103
)
= T
89 88.45 102 10132
88 101
87 100
86 920
D T c D T C

Figure 6.5: Differences in HU values for the two parts of tibia cartilage for D, T, C
groups. The results are the same than in table 1.

from patella volume and surface. The C group present higher HU values for all cartilage
segments. The T and D groups differ from case to case for every cartilage. The D
and T have inferior values in the femoral cartilage and lower in the patella cartilage.
However, the only significant difference in density is on the patella cartilage among
C-D groups (p-value=0.0144). Medial and lateral tibial cartilage have opposite HU
behaviors in T and D conditions (Figure 6.5), while these values remain constant in
the C group. For all cartilages, volumes are higher in the D group compared to the
other groups. The T group has higher volume than the C group for the femoral and
tibia cartilage. In patella cartilage, volume is higher in the C group. Surface results
are also higher in all cartilage parts for the D group. Moreover, the volume and surface
of femoral cartilage demonstrate significant differences: significant differences in the
volume are present among C-D (p-value=0.00212) and T-D groups (p-value=0.0055)
and on the surface only between T-D (p-value=0.0143). For all other features no
significant results appear.

Holes are detected in 8 patients of D group with the damage mainly in the femoral
cartilage, followed by tibia and patella cartilage, as shown in Tables 6.2 and 6.3. Only
one traumatic patient presents several holes.

Table 6.2: Number of holes.

Patients Femoral Lateral Medial Patella
Cartilage Tibia Car- | Tibia Car- | Cartilage
tilage tilage
1 (D) 3 1 7 0
2 (D) 2 0 0 0
3 (D) 1 0 1 0
4 (D) 1 0 0 1
5 (D) 1 0 0 3
6 (D) 4 0 0 0
7 (D) 1 0 0 0
8 (D) 1 0 0 0
9 (T) 5 0 0 2
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Table 6.3: Total holes surface.
Patients Femoral Lateral Medial Patella
Cartilage Tibia Tibia Cartilage
(mm?) Cartilage | Cartilage | (mm?)
(mm?) (mm?)
1 (D) 50.11 1.18 53.79 0.00
2 (D) 186.83 0.00 0.00 0.00
3 (D) 29.57 0.00 22.91 0.00
4 (D) 3.06 0.00 0.00 2.97
5 (D) 10.52 0.00 0.00 4.03
6 (D) 19.80 0.00 0.00 0.00
7 (D) 0.78 0.00 0.00 0.00
8 (D) 4.60 0.00 0.00 0.00
9 (T) 488.81 0.00 0.00 1.87
6.2.3.2 Wall Thickness and Curvature Analyses

The two analyses were run on each patient’s femoral, patellar, medial and lateral
tibial cartilages, resulting in eight data files for each patient. Each row of the data file
contains three (z,y, z) coordinates in millimeters defining the element and the analyses
value for that element. After the element values were normalized according to equation
6.1 the variables described in the section 6.2.2.2 were extracted.
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Figure 6.6: The wall-thickness analysis of a femoral cartilage in 3-matic, degenerative
group (left), traumatic group (center) and control group (right)

Figures 6.6 and 6.7 show the wall-thickness and curvature analyses of a femoral
cartilage, respectively. The wall-thickness analysis shows the distribution of thickness
and one can see the very thin areas, especially around the holes in the cartilage. The
curvature analysis shows the distribution of curvature about the cartilage, most of
the regions of high curvature are around the edges. There are a few elements in the
regions around the holes with high curvature, but they are badly represented as the
edges around the holes are very thin and therefore contain very few elements.

Figure 6.8 shows the number of elements below 0.5 STD of the mean wall thickness
for the femoral, patellar and medial cartilages and 0.3 for the lateral. These weights on
the standard deviation gave a consistent separation of the traumatic and degenerative
patients from the control patients.
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Figure 6.7: The curvature analysis of a femoral cartilage in 3-matic, degenerative group
(left), traumatic group (center) and control group (right)

Figure 6.9 shows elements above 5 STD of the mean curvature for all cartilages.
It was a bit more difficult to find a weight on the STD for the curvature to create a
separation of the groups, but one can see that there is some separation, at least for
the degenerative patient group.
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Figure 6.8: Percentage of elements below a certain standard deviation of the mean,
using an STD weight of 0.5 for femoral, patellar, and medial tibia cartilages and 0.3
for the lateral tibia cartilage as per equation 6.2
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Figure 6.9: Percentage of elements above a certain standard deviation of the mean,
using an STD weight of 5 for all cartilages as per equation 6.3

6.2.3.3 Machine Learning

Table 6.4 shows the evaluation metrics for the three-classes classification of degenera-
tive, traumatic and control subjects using the five different feature selections described
in the previous section. The best accuracy is 76.1 obtained with the B-C and Bone
selection performing the RF algorithms, which gives the best accuracy in all the mod-
els. The TOT selection gives an accuracy higher than 70, while Cartilage and WT-C
can reach a maximum of 69.6 and 63.0, respectively. The highest sensitivity is always
obtained for the degenerative subjects, while the lowest is for the control subjects hav-
ing a maximum of 50. Traumatic subject sensitivity is between the other two having
a maximum of 87.5 with the RF algorithm and Bone selection. Specificity is generally
high, having a value of around 90 for all the control patients.

The feature importance obtained with the RF algorithm can be seen in Table 6.5:
it is clear that the volume of the Femoral Cartilage (FemCartVOL) has high influ-
ence for all the selection in which is present. Patella density (PatellaDENS) is also
important in the multi-class classification with the TOT and B-C feature selection.
The WT-C selection was not considered in this analysis because of the low accuracy
obtained (maximum of 63.0) (Table 6.4), but it can be noticed that some of its features
have quite a good importance in the TOT model (Table 6.5).
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Table 6.4: Classification metrics for the three classes classification (Degenerative (D),
Traumatic (T), Control (C)) using the five different features selections.

’ Feat. Selection \ Alg. \ Acc. \ Sens D \ Spec D \ Sens T \ Spec T \ Sens C \ Spec C ‘

RF | 71.7 | 875 63.6 o7.1 93.8 50.0 92.1
TOT GB | 674 | 875 68.2 64.3 84.4 12.5 92.1
DT | 63.0 79.2 59.1 71.4 78.1 0.00 97.4
RF | 76.1 | 875 68.2 85.7 90.6 25.0 97.4
B-C GB | 69.9 79.2 2.7 71.4 90.6 37.5 86.8
DT | 58.7 | 66.7 77.3 78.6 65.6 0.00 92.2
RF | 76.1 | 91.7 72.7 87.5 87.5 12.5 91.4
Bone GB | 674 | 83.3 68.2 78.6 78.1 0.00 97.4
DT | 60.9 79.2 63.6 50.0 81.2 25.0 89.5
RF | 69.6 87.5 59.1 50.0 90.6 90.0 94.7
Cartilage GB | 63.0 75.0 77.3 o7.1 81.2 37.5 84.2
DT | 63.0 75.0 86.4 o7.1 71.9 37.5 86.6
RF | 63.0 83.3 77.3 o7.1 75.0 12.5 89.5
WT-C GB | 60.9 75.0 77.3 o7.1 75.0 28.6 86.8
DT | 60.9 75.0 72.7 57.1 81.2 25.0 84.2

6.2.4 Discussion

This work aims to develop a new workflow to assess cartilage condition. Based on CT
and MRI scans, a complete segmentation of the knee is performed. A 3D model is
reconstructed from this segmentation, from which a unique set of data is extracted.
The relationship between systemic bone mineral density (BMD) and cartilage proper-
ties has been enhanced in recent years. Previous reviews indicate the positive correla-
tion between BMD and cartilage defects, particularly related to the knee joint [337],
[338]. The results of this study show the degenerative group presenting lower BMD
values for healthy and traumatic individuals. Although several studies have demon-
strated that higher systemic BMD is associated with increased progression of cartilage
defects, this relationship is still under investigation [339]. A recent study demonstrated
that BMD was the highest when the knee OA was mild, and was significantly lower in
moderate and severe OA. Generally, it is considered that the severity of OA increases
and the level of BMD decreases with increasing age [340]. The different correlations
between data could be due to the restricted number of participants, their character-
istics, outcome measures, or the status of the knee joint (as it is in the early stage).
However, BMD could be an index of the cartilage condition because it is now validated
that bone condition affects the course of the most common joint disease. In summary,
the indexes based on the bone could show a way to differentiate the groups. This is
proved by the conducted statistical analysis: on the patella bone, the D group can be
discernible from C and T groups and on the femur and tibia bones, it differentiates
from the T group. Moreover, the T group shows lower patella volume than the other
groups. Some trauma may have involved the patella and caused its dislocation and
subsequent cartilage lesion leading to early OA [341]. Thus, the examination of the
patella volume can be of interest to investigate the presence of traumas.

Still, regarding the patella, its cartilage density results a good discriminator be-
tween C and D groups. In general, control patients present higher HU values for all
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Table 6.5: Feature Importance: The most important features for all the feature selec-
tions (excluding WT-C) for the RF algorithm classification model (12 features for the
TOT and B-C selections, respectively out of 51 and 24). It is shown the percentage
of importance for each parameter in the correspondent feature selection. All eight
features are presented for the Bone selection and eight out of sixteen for the Cartilage
selection. "DENS" stands for Density and when "Cart" is not mentioned in the name
of the feature it means that the bone value is considered. STD refers to the DENS
values.

’ Impo ‘ TOT % ‘ B-C % ‘
1 FemCartVOL 6.69 | PatellaDENS 8.54
2 PatellaDENS 5.69 | FemCartVOL 7.91
3 FemWallBelowSTDWeight 4.22 | FemCartSURF 7.28
4 FemCartDENS 3.77 | TibiaDENS 6.16
5 PatWallVar 3.65 | PatCartDENS 591
6 LatWallMean 3.45 | TibCartLatVOL 5.41
7 PatCartDENS 3.41 | PatellaSTD 5.35
8 FemWallRMS 3.16 | PatellaSURF 4.72
9 PatWallBelowSTDweight  3.13 | FemCartDENS 4.51
10 TibiaDENS 3.06 | TibCartLatSURF 4.37
11 FemCartSTD 3.01 | PatellaVOL 4.35
12 FemWallMean 2.82 | TibCartMedSURF  4.30

’ Impo ‘ Bone % ‘ Cart % ‘
1 FemurDENS 17.74 | FemCartVOL 14.21
2 FemurSTD 16.87 | FemCartDENS 11.07
3 TibiaDENS 15.20 | PatCartDENS 9.31
4 TibiaSTD 12.57 | FemCartSURF 8.14
5 PatellaDENS 12.21 | TibCartLatVOL 6.84
6 PatellaSTD 10.24 | TibCartMedSTD 6.51
7 PatellaVOL 7.69 | TibCartLatDENS  5.96
8 PatellaSURF 7.48 | FemCartSTD 5.85

cartilage segments, while traumatic and degenerative change case to case. This could
be because of the fact that cartilages in the early stages of OA generally present a
greater amount of water with respect to physiologically normal cartilages [342]. There-
fore, the density calculated on the entire cartilage volume can discriminate between
pathological and healthy conditions. Since traumatic and degenerative patients have
opposite HU behaviors on lateral and medial tibial cartilages, while control ones re-
main constant on both parts, this result could represent proof of control regarding
tissue density and pathologies.

The measurements of cartilages show a characteristic trend: volume increases for all the
cartilages in degenerative patients. This is also strongly confirmed by the significant
difference between the degenerative and the other two groups for the femoral carti-
lage. Greater volume may indicate cartilage swelling in the early stage of degeneration
due to an increased water content [343], [344]. It is in agreement with biomechanical
evidence, which suggests that the volume of degenerative cartilages and surrounding
tissues would be greater than healthy and traumatic circumstances. Moreover, all
degenerative surfaces cartilage results were higher and we found a correspondending
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statistical difference between traumatic ones regarding the femoral cartilage. It is
particularly interesting how the patella bone and cartilage play a fundamental role
in the diagnosis. Until now, the evaluation of cartilage was conducted mainly on the
tibiofemoral joint, and the predominant scales for cartilage diseases do not take into
account patellofemoral compartment [345]. Our study reveals that this patellar joint
should be considered with more interest in knee assessment.

The visual inspection of the 3D models reveals that holes are present only in the
degenerative cartilage. A third of the patients in the degenerative group present holes
in their cartilage, mainly in the femur. Despite the limited amount of data analyzed in
this paper, the fact that holes are only present in the degenerative group establishes a
ground for future research with aim of demonstrating that the detection of holes can
be an indicator of degenerative cartilage.

The wall thickness analysis presented results of interest. A clear separation of the
degenerative and traumatic patients is visible from the control group. Although a
more significant separation was expected for the traumatic group, the wall thickness
analysis did not take into account the holes that have formed in the cartilages, which
should be considered, as it is a form of degeneration. This is supported by Vincent and
Wann [346], as they have found a link between trauma to cartilage and a decreased
wall thickness, as seen much more clearly in the degenerative case. The curvature
analysis shows less clear results, although a separation for the degenerative group can
be observed. Studies such as Folkesson et al. [347] have found that the curvature for
patients suffering from OA is significantly higher when compared to control patients,
which is shown in the results here, as OA is a degenerative disease. Although it might
be expected to find similar trends in the traumatic patients, the analysis results do
not show as noteworthy of a difference.

Most of the ML results can be considered highly satisfactory: it is clear that the
models, especially using RF, can predict with good sensitivity the degenerative and
traumatic subjects, and all the 3D novel features extracted to have a good predictive
power (excluding the WT-C selection, which results are lower). This can also be seen
from the feature importance results (Table 6.5), where cartilage and bone features
assume a dominant role in the classification. To our knowledge, these features extracted
manually from bones and cartilage images of the knee were never used to distinguish
the type of injury that provoked OA. A similar accuracy was obtained by Kwon et al.
[323] using the gait and x-ray data (75,5%) predicting KL grade, while Du et al. [317]
using a PCA approach had a similar sensitivity with RF in the KL grade classification,
reaching better results with other algorithms in respect to RF, like simple artificial
neural networks or support vector machines. A future improvement of the study can
be to extend the classification to existing evaluation grades like KL, which, knowing
the current results, can give us interesting results in terms of accuracy and sensitivity
and eventually use other algorithms like simple or advanced artificial neural networks.
A new index can also be developed, starting from these results, integrating to the 3D
ones, other features extracted from the 2D images manual elaboration of the CT-scans
and MRI knee exams, like for example bone osteonecrosis, sclerosis, osteophytes and
others.

6.2.4.1 Limitations

This work presents some limitations. The number of patients is limited. Moreover,
the three categories are unbalanced: there are currently a lot of degenerative and few
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control subjects. This affects the specificity results in the ML classification for the
control subjects: in the future the application of algorithms that can balance more
the number of subjects of the different classes (i.e. SMOTE [348]) can be considered
and, generally speaking, the results would be more accurate with an increased number
of samples. More samples will eventually allow the use of more advanced artificial
intelligence technologies like DL and advanced neural networks. In addition, to improve
the accuracy, the control patients could be excluded, and a binary classification can
be performed on degenerative and traumatic patients.

The segmentation was manually done, leading to possible inaccuracies in the ele-
ments’ conformation. Although a standard protocol was defined, the overall procedure
was performed by different people, and occasionally, decisions have been taken based
on visual interpretations. Therefore, some inaccuracies can be present in the final data.

Image quality also affects the initial steps of the segmentation process and the
subsequent data extraction.

The wall-thickness analysis also did not take into account any holes in the cartilage;
this leaves out valuable information that could be extracted from the cartilage models
as the traumatic patient group often times have gaps in their cartilage. This could
explain the relatively low percentage of elements below the standard deviation of the
mean in figure 6.8 compared to the degenerative patients.

6.2.5 Conclusion

The research focuses on the realization of a new methodology to assess cartilage condi-
tion, based on density and geometric features from 3D reconstructed knee joint. Both
bone and cartilage metrics revealed interesting indicators to evaluate cartilage status.
For the bones, it is shown that bone mineral density is related to cartilage integrity.
Also, patellar bone volume can help to differentiate healthy knees from traumatic
ones. On the cartilage aspect, the radiodensity of cartilage can be a robust index to
distinguish pathological and healthy conditions. Similarly, cartilage volume can testify
to cartilage degeneration. An in-depth analysis of cartilage geometries showed that
thickness and curvature analysis are powerful tools to discriminate healthy patients
from patients suffering from a pathological condition. The patellofemoral compart-
ment should be investigated in more depth to evaluate the knee joint condition. Those
individual results combined have shown the potential to be reliable indicators of knee
condition. Advanced statistics and machine learning demonstrated that it is possible
to classify the knee cartilage status based on the previously extracted features.This
study is a step towards defining of solid indicators of knee joint quality. Pursuing
this research by adding new parameters such as age, gender, and also longitudinally
observing the evolution of the presented knee joints through time, would be interesting
to confirm and identify more accurate markers of cartilage health.
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6.3 Towards new assessment of knee cartilage
degeneration

The work below has been published in CARTILAGE (|349)).

6.3.1 Introduction

This study compares different cartilage assessment metrics, developing a novel work-
flow to 3D model bone and cartilage and, moreover, analyzing new features for a more
sensitive cartilage assessment, currently required as a support element towards more
patient-specific treatment development.

6.3.2 Material and methods

Figure 6.10 shows the work done in this manuscript starting from the recruitment to
the data acquisition, analysis, and computation of the feature importance.
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Figure 6.10: Graphical abstract

6.3.2.1 Participants

Recruitment: After completing a written informed consent, 47 subjects (24 females, 23
males, age = 50+19 years) underwent CT and MRI scans of a single knee at Landspitali
University Hospital in Reykjavik, Iceland, using standardized acquisition protocols and
patient positioning. From the total of patients, 23 subjects (12 females, 11 males, age
= 64+12 years) were suffering from degenerative (D) cartilage. They were examined by
an orthopaedic doctor due to pain from osteoarthrosis and were placed on the waiting
list for treatment with TKA (Total Knee Arthroplasty).16 (9 females, 7 males, age
= 35411 years) suffered from a knee trauma (T) with possible cartilage injury. The
emergency clinic provided an alert when there is a patient with suspected ligament
injury and patella dislocation. They underwent plain x-ray to exclude fracture. Then,
they were called to exclude any history of knee injuries or problems. The alert was
received within a week, and the patients underwent CT and MRI during the second
week from the day of the trauma. Finally, 8 subjects (3 females, 5 males, age — 34+14
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years) were involved in the study as control (C) subjects (no symptoms of history of
knee trauma/degeneration). For D and T group, in addition to the CT and MRI data
that were acquired for this study, X-ray data was also available, as a part of the routine
clinical evaluation detailed above. The X-rays were not performed for the C group.

6.3.2.2 2D measurements

An exhaustive radiological examination was performed on the bones and articular
cartilages of the knee joint to assess their condition. These observations were based
on three types of 2D medical imaging: X-ray, CT and MRI. The assessment was done
on femur and tibia from both the medial (MC) and lateral (LC) compartments as well
as on the patella and femoral trochlea within the femoropatellar compartment (FPC)
of the scanned knee.

Bone Figure 6.11 sums up examples and brief definitions of the pathologies observed
on the femur, tibia, and patella. The subfigures on the left (a, c, e, g and i) correspond
to CT scans while the right subfigures (b, d, f, h, and j) correspond to MRI scans.
As observed in figure 2, some pathologies could be found in both CT and MRI, while
others (i, j) had a particular 2D image.

Cartilage Figure 6.12 contains examples and brief definitions of the gold standard
observations made on the cartilage and the joint space. Except for the Ahlbéck grading,
which was observed on an X-ray, the rest of the observations were made on MRI scans.

Articular cartilage thickness To manually measure the articular cartilage thick-
ness (ACT) from an MRI scan of the knee, a single investigator followed the methods
previously proposed by Koo et al. [350] to segment both femoral condyles into three
regions of interest. These regions, called anterior, medial, and posterior were estimated
as the main weight bearing regions of the articular cartilage in a sagittal view plane.
The method to define these regions consisted of locating a central axis perpendicular to
the sagittal plane by fitting a cylinder that best represented the articular cartilage ge-
ometries|298]. Then, tibiofemoral contact points were identified, and lines were drawn
from that central axis to these contact points to define the three regions. In the LC,
the 09 is defined as the most inferior point of the condyle, while for the MC this point
occurs about 20° anterior to that of the LC. The anterior region in both compartments
extends 30° anterior to the 0°, the middle region from 0° to 30° posterior to the 0°
line and the posterior region from 30° to 60° posterior to the 0° line. Finally, the
points where the measurements were taken were located at the center of each of the
three regions in each compartment, as shown below in Figure 6.13. The values of the
ACT shown in the Results section are an average of the three contact points (anterior,
medial and posterior) for both medial and lateral compartments.

From the same slices used to measure the femoral ACT in the medial and lateral
compartments, the tibial ACT was measured. In both cases and as shown in figure
6.14, an anteroposterior line representing the length of the tibial cartilage was drawn
and divided into three regions of equal length. The center of each region (anterior,
middle, and posterior) was determined as the point where the cartilage thickness was
measured. The values for the tibial cartilage thickness in each compartment are later
displayed as the average of these three points.
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Figure 6.11: Bone observations. (a, b) Subchondral bone cysts are typically spheri-
cal or ellipsoidal fluid-filled cavities within the subchondral bone region. (c, d) Osteo-
phytes are cartilage-capped bony proliferations (spurs) that most commonly develop
at the margins of a synovial joint as a response to articular cartilage damage. (e, f)
Bone attrition is the result of flattening or depression of the articular surfaces, prob-
ably because of bone remodeling. (g, h) Osteonecrosis is a generic term referring to
the ischemic death of the constituents of the bone and is observed as if the bone is
missing a piece. (i) Subchondral bone sclerosis is a thickening of the bone seen in joints
affected by OA. It is observed as a ‘whitening’ of the bone only in CT. (j) Subchondral
bone edema is a build-up of fluid in the bone marrow as a response to an injury or OA
condition visible on MRI but not on CT.

As for the FPC, the measurements were taken from an axial plane view, where
both articular cartilages from the femoral trochlea and the patella were the thickest
in the same slice. This means that the chosen slice depended on both cartilages and
was not the same for all patients. On the patella, three points were used to measure
the cartilage thickness, the center one as the most inferior point of the patella, then
a medial point as the center point of the medial part of the patella cartilage and a
lateral one as the center of the lateral part of the cartilage. Lastly, on the femoral
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Figure 6.12: Cartilage and joint space observations. (a, b, ¢, d) Ahlbéck grading
is a classification system that focuses on the reduction of the joint space as an indirect
sign of cartilage loss. (a) grade 0: normal. (b) grade 1: joint space narrowing (less
than 3 mm). (c) grade 2: joint space obliteration (elimination). (d) grade 3: minor
bone attrition (0-5 mm). (e, f, g, h, i) ICRS (International Cartilage Repair Society)
grading is the most used score system for quantification of existing cartilage defects
at the knee. (e) grade 0: normal cartilage. (f) grade 1: nearly normal cartilage.
Superficial lesions; soft indentation and/or superficial fissures and cracks. (g) grade
2: abnormal cartilage. Lesions extending down to <50% of cartilage depth. (h)
grade 3: severely abnormal cartilage. Defects extending down to >50% of cartilage
depth; down to calcified layer but not through the subchondral bone. Blisters. Defects
more visible towards the medial area of the patella. (i) grade 4: severely abnormal.
Lesions extending down through the subchondral bone. (j, k, 1) Meniscal pathology is
associated with an elevated prevalence of MRI-detected cartilage damage. There are
three types of pathology; (j) degeneration: not acute as a tear, this injury is a more
gradual onset and tends to occur as we get older. (k) rupture: is a tear in the lateral
or medial meniscus due to rotational forces directed to a flexed knee. (1) protrusion:
when the location of the outer edge of a meniscus is beyond the tibial articular surface.
(m) Synovitis — Effusion. While synovitis is the inflammation of the synovium; effusion
is when excess synovial fluid accumulates in or around the knee joint. It is observed
generally in the FPC as a white stain.

trochlea, two points were used to assess the cartilage thickness, one at the center of
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Figure 6.13: Femoral cartilage thickness measurements, medial and lateral
compartments. Fitting cylinder method to obtain three regions of interest, anterior
(-30°-09), medial (0°-30°) and posterior (30°-60°) in the lateral compartment (a) and
the medial compartment (b).

Figure 6.14: Tibial cartilage thickness measurements. Anterior, middle and
posterior points are measured along the tibial cartilage in medial (a) and lateral (b)
compartments.

the medial condyle cartilage and another at the center of the lateral condyle cartilage
(Figure 6.15).

Figure 6.15: Cartilage thickness measurements, femoropatellar compart-
ment. Measurement of the articular cartilage thickness at three points on the patella
(a) and articular cartilage thickness of the femoral trochlea on two different points (b).
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Cumulative index based on bone conditions A cumulative index (CI) from 0
to 6, was used to quantify the bone anomalies present in each bone, i.e., subchondral
cysts, subchondral sclerosis, osteophytes, bone attrition, osteonecrosis and /or subchon-
dral edema, regardless of the compartment for each patient. Hence, for an observed
pathology (either in CT or MRI) a 1 was assigned and consequently, the index was the
sum of pathologies present in a certain bone of a certain patient. Sometimes, when
the CI is compared against observations made within a compartment such as the AG
or the ICRS score, the index is then considered for the bone in question within a
compartment.

6.3.2.3 3D measurements

The DICOM images were imported into a medical device software (MIMICS, Mate-
rialise, Belgium). Figure 6.16 describes the processing workflow. This workflow was
repeated and evaluated 3 times by 3 biomedical engineers, under the supervision of a
project manager, to obtain the most accurate segmentation. The bones (femur, tibia,
patella, and fibula) were segmented from the CT scan. From the MRI datasets, the
cartilage of femur, tibia and patella were segmented using the same pipeline: first, a
mask was created by setting a density threshold interval, to delimit the part of interest.
Then, a manual adjustment was performed to define as precisely as possible the mask
for each entity. A visual inspection was done to check that no mask was overlapping
with another. Each mask was then calculated in 3D and was smoothed and wrapped
to ensure a better model quality. From the CT scans, 4 objects were 3D calculated:
the femur, the tibia, the patella, and the fibula (all bones). From the MRI, 4 objects
were also 3D calculated: the femoral cartilage, the medial tibia cartilage, the lateral
tibia cartilage, and the patellar cartilage.

Segmentation from CT scan

Degenerative

Image registration

, Traumatic

Segmentation from MRI

Control
Figure 6.16: Segmentation workflow

The next step was the image registration, done from the CT scan. The MRI objects
were combined with the CT objects. Bone anatomical landmarks were identified from
the two scans. The two sets can be aligned, by superimposing these points into the
two separate scans (Figure 6.17). From the combined dataset, 3D models of femoral,
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Figure 6.17: Final registration for the three groups of patients (a) Degenerative (b)
Traumatic (c) Control.

Figure 6.18: 3D model from the registration for the three groups of patients (a) De-
generative (b) Traumatic (c) Control.

tibial, patella, and fibula bones and cartilages were created and displayed (Figure 6.18).
A visual inspection was done to check that no parts were overlapping, and that the
anatomy was respected. If not, manual adjustments or a new image registration were
performed. From this final file, the radiodensity of each part (bone and cartilage),
was extracted in Hounsfield Units (HU). The Hounsfield scale is a quantitative scale
to define radiodensity. Water is arbitrarily assigned as 0 HU, meaning that materials
denser than water have positive values and materials less dense have negative values.
The bone mineral density (BMD) (in g/cm3) was computed from the radiodensity using
a linear formula that was determined empirically based on phantoms. To avoid partial
volume effect between two shades of gray, an erosion of 1 pixel was performed for each
cartilage segment. Next, the cartilage mask was filtered between 0-300 HU to eliminate
pixels with intensities outside the soft tissues range. The cartilage radiodensity was
extracted from this final mask. The volume (in mm3) and the surface (in mm?2) were
also computed from each 3D object.

6.3.2.4 Data analysis

Statistics To determine whether there were significant differences between the three
groups (D, T, C) an ANOVA test was performed, and differences were considered
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Feature Selection

Number of Features

Source

Tot Feat

96

All the available features from MRI,
CT, and 3D elaboration

2D Feat

78

Features from MRI (52) and CT
(26)

3D Feat

18

Features of cartilage volume and
density (and its standard deviation)
from 3D elaboration

Ct - Scan Feat

26

Features from CT — part of the 2D
group

MRI Feat

52

Features from MRI — part of the 2D
group

Bone Feat

50

Features of Bone from CT and
MRI (subchondral bone cysts, scle-
rosis and edema, osteophytes, os-
teonecrosis, and bone attrition)

Cartilage Feat

26

Features of Cartilage from MRI
(ICRS grades, meniscal pathol-
ogy, synovitis-effusion, and mea-

surements of thickness)

Table 6.6: Feature Selection Sets used as inputs for the ML analysis

significant at p<0.05. If differences were encountered, a post-hoc test with Bonferroni
correction was used to determine which group or groups were significantly different.

Machine learning Knime analytics platform (v. 4.3.1) [328] was adopted to de-
velop the steps of the ML analysis: this software was previously employed in multiple
biomedical studies that confirm its efficiency [329], [334]. In the present ML analysis,
two tree-based algorithms were applied to the multi-classification of the degenerative,
traumatic, and healthy (control) patients: Random Forest (RF) and Gradient Boost-
ing (GB) [331], [332]. Both RF and GB rely on the use of the decision tree creating an
ensemble of trees which drastically increases the prediction performance and addresses
the instability of a single tree. RF works by combining randomization and bagging:
it builds a set of basic decision trees during the training and the predicted class is
the mode of the classes of the individual tree. GB applies boosting and randomiza-
tion in a similar way to RF, adding bagging techniques that assign a higher weight to
wrongly classified. RF was performed using the same random seed for every model and
the same hyper-parameters (number of trees=100, split criterion= Information Gain
Ratio, maximum three depth=10, and minimum node size=1). The same was done
with GB (number of trees=100, maximum three depth=4, and learning rate=0,1). A
10-fold cross validation was performed for the train and test division of the dataset to
have a complete and reliable view of all the dataset during the ML analysis. Accu-
racy, precision, recall, and F1 have been considered as classification metrics. To better
understand the prediction ability of the different features extracted from the medical
image analysis, seven subsets are chosen as input to the tree-based algorithms: details
can be seen in Table 6.6. Based on the ML models with the best results for each
subset, a feature importance analysis is performed using the software tools included in
Knime analytics platform (v. 4.3.1).
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6.3.3 Results

6.3.3.1 2D measurements

Bone Of the six pathologies observed in bone, figure 6.19 only shows the percentages
of three of them that best indicate differences between the groups.

100% @
Subchondral cysts

80%
80.87%
80%

% 34.78%
40% ’ 30.43%

26.09% 26.09%
0% 8.75% 17.38% 18.75% )
o 12 50% 2 509 12.50%
9 o 9 o f
% 0% [ 0% [ 0% 0% %&E
Medial Compartment Lateral Compartment Femoropat Compartment
m Degenerative mTraumatic = Control
100% b
Subchondral edema
80% 68.75%
85.22% v
o
B0% s2.17% 50% 50%
40% 31.25% i
25% 26.09%8 550, s
20% 50% 13.04% :
8.25% 4.359
oo l 0% 0% I 0% oIl 0%
Femur Tibia Femur Tibia Femur Patella
Medial compartment Lateral compartment Femoropat compartment
m Degenerative MW Traumatic ® Control
c Osteophytes
9
100% 91.30% 9h.80% 91.30%
80%
80%
40%
25% 25%
20% 12.50%
625% 0% 0%
o (]
0% |
Medial compartment Lateral compartment Femoropat compartment
m Degenerative ®mTraumatic = Control

Figure 6.19: Bone pathologies distribution. Percentages of patient groups (D,
T, C) with (a) Subchondral cysts. (b) Subchondral edema, and (c¢) Osteophytes.
according to the respective compartment.

Cartilage Figure 6.20 shows the percentage of patients in each group which pre-
sented meniscal pathology and synovitis-effusion.

As the ICRS grading is not a binomial result, their average values and standard
deviation (SD) for each group are shown instead (Figure 6.21). The results indicate
that in the MC, both femur and tibia had a significant higher grading in the D group
compared to T and C (p<0.01). Meanwhile, there were no significant differences of the
ICRS grading in the LC bones between the groups. Finally, in the FPC the femoral
trochlea of the D group had a significant higher grading (p<0.05) than the T and C
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Figure 6.20: Cartilage and joint space pathology distribution. Percentage of
patient groups (D, T, C) with (a) meniscal pathology (b) synovitis-effusion, according
to the respective compartment.

groups while in the patella the ICRS values was higher (p<0.05) in D and T when
compared to the C group.
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Figure 6.21: Distribution of the ICRS grading according to bones in each compartment,
(a) medial, (b) lateral and (c) femoropatellar, for the three groups (degenerative,
traumatic and control).

Cumulative index based on bone conditions For the femur, the cumulative in-
dex displayed in Figure 6.22 was higher in the degenerative group when compared with
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the traumatic (p< 0.05) and control (p< 0.01) groups, while the CI of the traumatic
group was higher than the CI in the control one (p<0.05). Then, for the tibia the
degenerative group presented a higher index than the traumatic and control groups
(p<0.01).
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Figure 6.22: Distribution of cumulative index of pathologies in (a) femur, (b) tibia,
and (c) patella for the three groups.

The cumulative index has then been investigated more precisely in the D group,
to observe the results in the frame of sex and age. Figure 6.23 below compares the
cumulative index in the three different compartments (MC, LC and FPC), for males
and females. No significant differences have been observed between the two cohorts.
The results according to age will be detailed in the following section.

Comparison of different metrics to assess cartilage degeneration

CI, Ahlback and ICRS grading vs age in the D group Figure 6.24 shows
age dependency in degenerative group (D) for the different grading system: Ahlbéck
grading (AG), ICRS and CI. While the CI and AG were positively correlated in all
cases, the ICRS grading was positively correlated with age for both femur and tibia in
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Figure 6.23: Comparison of cumulative index of pathologies between males (blue) and
females (orange) in D group, for the three compartments.

the lateral compartment and for the patella in the FPC. In the rest of the cases, the
ICRS was not correlated (a, e) or negatively correlated with age (b).

CI and cartilage thickness vs age For the next comparison (Figure 6.25), the
articular cartilage thickness of femur and tibia was considered as the average thickness
of the three contact points (anterior, middle, posterior) measured in the medial as well
as in the lateral compartment. Meanwhile, for the femoropatellar compartment the
ACT was considered as the average of the two contact points (medial and lateral) in
the femoral trochlea and of three contact points (medial, center and lateral) in the
patella. The results show that the cumulative index was positively correlated with
age, while the average thickness of the cartilage was negatively correlated with age in
all cases.

Summary of statistics Table 6.7 shows a summary of the statistical analysis
made for the CI, ICRS grading and the ACT between the groups.

The cumulative index in Femur and Tibia shows a high significance to differentiate
D group from the two other groups. Similarly, the ICRS shows significant differences
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Hypothesis Variable Statistical Test p-value
CI (Femur) 0.002
Difference between D&T CI (Tibia) ANOVA-Bonferroni correction | <0.001
CI (Patella) 0.99
CI (Femur) <0.001
Difference between D&C CI (Tibia) ANOVA-Bonferroni correction | <0.001
CI (Patella) 0.06
CI (Femur) 0.033
Difference between T&C CI (Tibia) ANOVA-Bonferroni correction | 0.98
CI (Patella) 0.36
ICRS MC (Femur) 0.001
ICRS MC (Tibia) 0.001
Difference between D&T }8;2 Eg E?‘igg ) ANOVA-Bonferroni correction é 25
ICRS FPC (Femur) 0.004
ICRS FPC (Patella) 0.3
ICRS MC (Femur) 0.001
ICRS MC (Tibia) 0.001
Difference between D&C ICRS LC (Femur . . 0.77
aroups ICRST.C ETibia)) ANOVA-Bonferroni correction 0.03
ICRS FPC (Femur) 0.001
ICRS FPC (Patella) 0.001
ICRS MC (Femur) 1
ICRS MC (Tibia) 0.08
Difference between T&C iggg Eg EE‘?{EZ; ) ANOVA-Bonferroni correction (1) 56
ICRS FPC (Femur) 1
ICRS FPC (Patella) 0.014
ACT MC (Femur) <0.001
ACT MC (Tibia) 0.006
Difference between D&T ig% Eg EE‘?{EZ;) ANOVA-Bonferroni correction 8?;
ACT FPC (Femur) 0.049
ACT FPC (Patella) 0.41
ACT MC (Femur) <0.001
ACT MC (Tibia) 0.005
Difference between D&C 2g$ ig EE‘?II;;;) ANOVA-Bonferroni correction 8}2
ACT FPC (Femur) 0.28
ACT FPC (Patella) 1
ACT MC (Femur) 1
ACT MC (Tibia) I
Difference between T&C ﬁgg Eg E?igi;)r ) ANOVA-Bonferroni correction i
ACT FPC (Femur) 1
ACT FPC (Patella) 0.68

Table 6.7: Summary of 2D measurements statistics. Hypothesis, variable, statistical
test and p-value are displayed
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Figure 6.24: Trendlines and the r2 coefficient of the CI; AG and ICRS vs age in a)
femur and b) tibia in the MC; ¢) femur and d) tibia in the LC; e) femoral trochlea and
f) patella in the FPC.

between D and C groups for all the compartments of each bone, except for the femoral
lateral compartment. Finally, the average cartilage thickness in the medial compart-
ment for femur and tibia shows significant differences between D and the two other
groups.

6.3.3.2 3D measurements

The results shown in table 6.8 display the average bone mineral density, as well as
radiodensity, volume and surface from each cartilage after tissue segmentation. The
results were calculated for each group (D, T and C).

T group has the highest density of all the bones. D group and C group have similar
values for the femur density, while D group has higher density in tibia, and lower in
patella. D group has the lowest density in the femoral cartilage, the highest in the
patella, and a slightly lower but similar values than C group in both lateral and medial
tibia cartilage. D group has the highest cartilage volume for every part. C group has
a higher volume than T group for the patella and the lateral tibia. D group has the
highest cartilage surface for every part. T group has a higher surface than the C group
for the patella and the medial tibia. It can be noted that for the patella, D group
has the lowest bone density, the lowest cartilage density, the highest volume, and the
highest surface. In general this table does not show a significant trend among patient
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Figure 6.25: Trendlines and the 12 coefficient of CI and average cartilage thickness vs
age in a) femur and b) tibia in the MC; ¢) femur and d) tibia in the LC and e) femoral
trochlea and f) patella in the FPC.

Degenerative Traumatic Control
Bone Mineral Density (g/cm3)
Femur bone 1,32 (1,13) 1,33 (1,14) 1,32 (1,12)
Tibia bone 1,32 (1,13) 1,35 (1,15) 1,29 (1,16)
Patella bone 1,36 (1,12) 1,40 (1,14) 1,41 (1,10)
Radiodensity (HU)
Femur cartilage 85,19 (57,47) 88,67 (49,90) 93,53 (54,37)
Lateral Tibia cartilage 87,84 (51,10) 88,69 (44,97) 91,19 (49,21)
Medial Tibia cartilage 98,49 (55,02) 93,63 (44,14) 103,79 (52,32)
Patella cartilage 78,36 (50,68) 81,56 (44,97) 99,09 (55,45)
Volume (mm3)
Femur cartilage 17303 (5530) 12460 (2710) 11276 (4505)
Lateral Tibia cartilage 2851 (2336) 1100 (439) 1501 (1927)
Medial Tibia cartilage 1915 (1638) 907 (566) 552 (362)
Patella cartilage 2761 (830) 2589 (781) 2703 (705)
Surface (mm?2)
Femur cartilage 14381 (2636) 12610 (1496) 11809 (2791)
Lateral Tibia cartilage 2435 (1503) 1415 (499) 2073 (2530)
Medial Tibia cartilage 2016 (1367) 1301 (550) 967 (407)
Patella cartilage 2602 (760) 2574 (488) 2495 (390)

Table 6.8: 3D measurements results. The results show the average variable for each
group (with standard deviation between parentheses)

groups due to high interpatient variability, however patient specific 3D measurements
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Hypothesis Variable Statistical test p-value

BMD (Femur) 0.014
Difference between D&T BMD (Tibia) ANOVA-Bonferroni correction | <0.001

BMD (Patella) <0.001

BMD (Femur) 0.82
Difference between D&C BMD (Tibia) ANOVA-Bonferroni correction | 1

BMD (Patella) 0.002

BMD (Femur) 0.72
Difference between T&C BMD (Tibia) ANOVA-Bonferroni correction | 0.078

BMD (Patella) 1

CD (Femur) 1
Difference between D&T CD (Tibia) ANOVA-Bonferroni correction | 1

CD (Patella) 1

CD (Femur) 0.43
Difference between D&C CD (Tibia) ANOVA-Bonferroni correction | 1

CD (Patella) 0.1

CD (Femur) 0.38
Difference between T&C CD (Tibia) ANOVA-Bonferroni correction | 1

CD (Patella) 0.11

CV (Femur) <0.001
Difference between D&T CV (Tibia) ANOVA-Bonferroni correction | 0.13

CV (Patella) 0.73

CV (Femur) <0.001
Difference between D&C CV (Tibia) ANOVA-Bonferroni correction | 0.027

CV (Patella) 1

CV (Femur) 1
Difference between T&C CV (Tibia) ANOVA-Bonferroni correction | 0.93

CV (Patella) 1

Table 6.9: Summary of 3D measurements statistics. Hypothesis, variable, statistical
test and p-value are displayed.

are used in the machine learning part to enlarge the set of features predicting the
patient status.

CI and radiodensity vs age Table 8 shows a summary of the statistical analysis
made for the BMD, cartilage radiodensity and cartilage volume between the groups.

Summary of statistics After comparison with other 2D metrics, the cumulative
index was compared with the cartilage radiodensity (Figure 6.26A) and the cartilage
volume (Figure 6.26B) and plotted against the age of those patients who belonged to
the D group.

The results show a higher correlation of the cumulative index in very case compared
to the cartilage radiodensity and the cartilage volume

6.3.3.3 Machine learning

Table 6.10 shows all the results of the ML analysis. The best accuracy results are
89.4, which is obtained with RF using the whole feature set and the 2D measurements
feature set. F1 score is high for the Degenerative patients (always around 90%), while
it is slightly lower for the other two groups. These F1 scores are due to the higher
number of degenerative patients but also demonstrate that with the selected features,
it is efficient to classify patients with degenerative cartilage using RF and GB. The best
metrics for the classification of control subjects are obtained with the 2D feature set,
while all 96 features give the best F1 score for classifying traumatic patients using RF.
In terms of accuracy, good results are obtained with MRI, Bone and Cartilage feature
selections, especially with the RF algorithm, while 3D selection is the worst, with a
maximum of 76.6 accuracy with GB. With RF, the bone features give better results in
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Figure 6.26: A) Trendlines and the 12 coefficient of the CI and the cartilage radioden-
sity of the a) femur; b) tibia and c) patella. B) Trendlines and the r2 coefficient of the
CI and the cartilage volume of the a) femur; b) tibia and c) patella.

E‘z:f“ms Selec- |y Acc. Re[D] | Pr[D] | FI[D] | Re[T] | Pr(T] | F1[T] | Re[C] | Pr[C] | F1[C]
Tot Feat [96] RF 89.4 95.9 92 93.9 93.3 824 375 62.5 100 76.9
GB 37.2 917 95.7 93.6 93.3 737 324 62.5 100 76.9
2D Feat 78] RF 89.4 91.7 91.7 91.7 36.7 36.7 36.7 875 375 375
GB 37.2 91.7 91.7 917 30 30 30 375 375 375
3D Feat 18] RF 745 333 33.3 333 66.7 66.7 66.7 62.5 62.5 62.5
GB 76.6 875 31 857 66.7 76.9 53.8 62.5 55.6 53.8
RF 30.9 91.7 95.7 93.6 66.7 714 69 7 60 66.7
. il
CT-Scat Feat [26H-p 745 875 81 857 60 75 66.7 62.5 50 55.6
RF 87.2 95.8 95.8 95.8 37.6 765 31.2 62.5 333 714
MRI Feat [52] I~ 87.2 91.7 33 898 30 857 32.8 S7.5 875 S75
Bone Feat [50] |_EL. 85.1 91.7 91.7 91.7 86.7 765 81.2 62.5 83.3 714
¢ reat 1o GB 76.6 375 95.5 91.3 733 64.7 65.8 50 50 50
83 91.7 33 89.8 733 73.3 73.3 7 85.7 30

'GB 83 91.7 88 89.8 67.7 76.9 71.4 87.5 77.8 82.4

Cartilage Feat [ZF] RE

Table 6.10: classification metrics (Recall (Re) Precision (Pr) and F1 [%]) for the 2
different tree-based ML algorithms and the seven different features selections (Degen-
erative [D] - Traumatic [T] - Control [C]).

all three classes compared to the cartilage feature set. Using GB and cartilage feature
set, only control subjects are classified with higher metrics. We can state that RF is
the most efficient of the two tree-based algorithms.

Tables 6.11 and 6.12 show the 12 most important features and the percentage of
importance of all the different feature groups for the RF classification ML model using
the 96 total features as input. This model was selected for the feature importance
analysis because it can be considered the most significant in terms of accuracy (89.4 is
the highest). It allows for a complete overview of the full set of features and their re-
spective importance in the classification process. The highest importance is attributed
to two features from the 3D collection (the volume of the tibialis cartilage lateralis and
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TibCartLatVOL [mm3]| 4,804
TibCartMedVOL [mm3]| 4,631
CT Lat Osteophytes 4,594
MRI Med Cart Thick FEM [mm| - Med | 4,262
MRI Med Menisc Pathol 3,909
MRI Lat Osteophytes 3,805
FemCartVOL [mm3] 3,644
TibCartLatSTD 2,543
MRI Lat Cart Thick FEM [mm| - Ant | 2,491
MRI Med Cart Thick FEM [mm]| - Post | 2,402
MRI Lat Cart Thick TIB [mm] - Med | 2,352
CT Med Osteophytes 2,343

Table 6.11: 12 most important features |%] for the RF classification model with 96
Tot Features

2D 66,08%
MRI (part of 2D features) | 51,69%
CT (part of 2D features) 14,39%
3D 33,12%
BONE (from CT and MRI) | 28,29%
CARTILAGE (from MRI) | 37,79%

Table 6.12: Importance of the groups of features [%] for the RF classification model
with 96 Tot Features

medialis). The 3D features set contribute 33% of importance despite being only 18
compared to the 78 2D features. The cartilage set of features has higher importance
compared to the bones. In contrast, the CT scan features contribute to only 14,39%
of the importance having only two of them in the first 12 most important features
(lateral and medium osteophytes).

6.3.4 Discussion

This work developed a methodology to evaluate cartilage degeneration. It uses a mul-
timodal image approach to segment and 3D model bones and cartilages from the knee
area. Indeed, the MRI provides information about pathologies, morphology of the
cartilages, as well as a geometric representation of the tissue damage, while CT data
presents a good overview of bone pathologies, especially in boundary regions. The
combination of both imaging techniques gives a 3D representation of the knee, and ad-
ditional information about bone and cartilage. This data overview makes the definition
of 96 features possible, which demonstrated various levels of significance with regards
to contribution towards the cartilage quality evaluation. From the 2D measurements,
the first parameters shown in the results are those which better testify to degeneration
on the D group such as the presence of cysts, osteophytes, and meniscal pathology in
the MC when compared to the T and C groups. This agrees with other biomechanical
evidence [351], which suggests that the medial tibiofemoral joint reaction forces are
greater than the lateral ones during gait and therefore the degeneration of the car-
tilage and the surrounding tissue would be more evidently seen on the medial side.
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Meanwhile, the T group demonstrated greater incidence of subchondral edema within
the femoropatellar compartment when compared to the other two groups, becoming
this an interesting and useful indicator for example in the development of protective
elements to avoid injury. The cumulative index, which is based on the bone condition,
indicates statistically that the degenerative patients present more pathologies in femur
and tibia than the other patients. These results were expected, as the degeneration of
the knee is known to affect the condition of both bones and cartilage, as confirmed by
the ICRS values, which showed a significantly worse cartilage condition for the D group
within the medial and femoropatellar compartments. Consequently, to assess the ac-
curacy /utility of the cumulative index as an indicator of cartilage degeneration, the CI
was subject to comparison with other 2D metrics only within the D group in the frame
of age, since males and females did not show significant differences in any of the three
compartments. Therefore, when compared to the AG and the ICRS for the different
compartments the CI showed a regular trendline suggesting a higher index with ageing
of the degenerative patients. In some cases, the r2 indicated a better fit for the CI
than the other metrics as in the femur in the medial and FPC. Later, when compared
with the average cartilage thickness, the cumulative index presented a regular trend
as well as the thickness, where the older the patient, the thinner the cartilage and the
higher the index. In summary, the cumulative index based only on the bone condition
shows a way to differentiate the groups, and it is strengthened by the statistical power
analysis. Then, when compared against other metrics, the general low R2 values of the
index are an indication of the high interpatient variability, which (despite the small
sample size) was expected based on our hypothesis of needing higher sensitivity in
the assessment of cartilage degeneration towards improving patient-specific profile and
subsequently, treatment.

The fact that degeneration is mainly located in the same areas explain why the D
group is easier to discriminate. The T group shows less homogeneous results, where
only subchondral edemas helped to differentiate them. Trauma affects a specific re-
gion that varies for each patient; therefore, it is harder to find any similar trends
according to which bone or cartilage is studied. The BMD calculated for the femur,
and tibia bones do not discriminate the cartilage condition, probably because we cal-
culated the overall BMD over the entire scanned bone segment without focusing on
the boundary Bone/Cartilage. Moreover, the results on the patella bone show higher
BMD in healthy and traumatic individuals. The likeliest reason is that in this case,
we have a complete and small bone volume, and a limited HU variability [289]. The
density calculated on the entire cartilage volume is also not a significant discriminator
between degenerative, traumatic, and healthy conditions. However, a trend of de-
creased density in degenerative cartilage can be seen after eroding the cartilage mask
and filtering the HU distribution. After this process, the differences between healthy
and pathological conditions were more evident. This is in line with a known behav-
ior regarding tissue density and pathologies. It has been shown that people suffering
from rheumatoid arthritis present lower muscle density associated with joint destruc-
tion[352]. Thus, people suffering from degenerative cartilage can present similarly a
lower cartilage density associated to this damaged joint. For these reasons, we wanted
to examine the cartilage density and cartilage volume alongside the bone CI, on the
D group. The study of CI and cartilage density regarding age reveals that for each
cartilage, the cartilage density remains similar through age, whereas the CI shows an
increasing trend. The same behavior is observed regarding the volume, which does not
change much with age compared to CI. The low R2 (R2<0.04) in both volumes and
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radiodensity metrics, lead us to believe that even though those parameters should be
considered for group classification, they do not provide sensitive enough information to
thoroughly assess cartilage degeneration. One reason for that is the lack of objective
automatic methods for segmentation [353|, leading to a bias or a lack of accuracy for
3D segmentation, that influences the data results. Future studies with more advanced
segmentation techniques should confirm this outcome. For now, the best indicator
identified in our study to quantify cartilage degeneration is the bone cumulative in-
dex. ML results underline significant recall and precision, as well as F1, especially
on the classification of degenerative patients, reaching a maximum recall value of 95.9
using the total and MRI feature selections, having almost 90% accuracy. The use of
all the 96 features gives the best classification metrics and allows a complete feature
importance analysis which gives new significant hints for studying the degeneration
condition of the knee cartilage. Noteworthy are the results obtained with the single
Bone and Cartilage feature selections. While a good accuracy value is expected for the
latter as we are classifying subjects relative to their cartilage status, the classification
metrics obtained with the Bone selection are of high impact. Cartilage status is highly
dependent on the bone’s condition, as has been demonstrated by Cai et al. [354], which
observed changes in the subchondral bone with OA progression. Moreover, Bonakdari
et al. [355] recently used bone features to predict cartilage volume loss obtaining a
correlation coefficient of more than 0.78. Similarly, we demonstrated that bone has
high importance in the classification process. Still, if combined with cartilage and 3D
features, the metrics significantly increase, indicating that with the contribution of all
these sets of features, a more in-depth view of the knee cartilage status can be given.
If we consider 3D features or cartilage feature sets alone for the classification process,
the metrics are not significant due also to the limited number. But, looking at the
results, they assume a significant relevance if we consider the whole complete set (the
two most relevant features, volume of the tibialis cartilage lateralis and medialis, are
from the novel 3D group). 3D features contribute one-third of the importance despite
the limited number. At the same time, they give the lowest accuracy of 74.5 if con-
sidered the only input to the tree-based algorithms. The 26 cartilage features alone
can give a decent 83% accuracy but, if taken together with the other 70, contribute
to the classification for almost 40% of total importance. We can conclude that the
complete set of features gives the best input for future developments of this study: all
the 96 bone, cartilage, and 3D features together could be used to develop new clinical
solutions like the design of a patient-specific cartilage status profile which will help the
clinicians and the researchers in an easier and objective classification of the cartilage
status and an evaluation of the degeneration level. This novel methodology, combining
2D and 3D measurements, is of interest to assess cartilage quality. By designing in-
dexes of pathology and combining it with other parameters such as radiodensity, it is
possible to categorize cartilage into a group condition. This preliminary study should
be pursued with a larger range of subjects to ensure its efficiency.

6.3.4.1 Limitations

The 2D assessment through CT and MRI is normally performed by one person and
can be sometimes difficult to assess some pathology because of the image quality or
the subjectivity of the researcher and this situation might affect the evaluation of the
bone and cartilage. Likewise, the 3D segmentation process is quite long and mostly
manual. Despite multiple adjustments and cross-verification, some inaccuracies can



6.4. DISCUSSION OF THE FINDINGS 145

remain, which can affect the 3D pipeline, therefore the density, volume, and surface
values. An improvement of the segmentation workflow, using a semi-automatic or fully
automatic method, would help to get more accurate values. The number of subjects in
each group, especially in the C group, remains small. Therefore, the statistical results
must be observed with caution, and the preliminary trend observed to differentiate
the groups has to be confirmed with a larger sample of participants. The bone 3D
measurements suffered from a high variability because we are studying the whole bone
instead of regions of interest (boundaries around the cartilage). It has been done
this way to avoid partial volume effect and image artefacts. However, it also results
in a less precise way to evaluate bones. ML analysis also presents some limitations.
The number of subjects is not particularly high,: this could affect the classification
performances and a partial overfitting may occur in some models . Moreover, the multi-
class approach can significantly decrease the classification metrics: for future work, a
binary classification option can be performed to study the prediction potential of the
features to distinguish degenerative patients from all the others. A higher number of
control subjects could also potentially be the starting point for a binary classification
between degenerative vs healthy or traumatic vs healthy subjects.

6.3.5 Conclusion

We developed a cartilage segmentation and 3D modelling procedure that can be used
as benchmark for 3D bioprinting design and to advance cartilage assessment. Based
on a cumulative index of bone properties (CI), we demonstrate the importance of bone
condition and the sensitivity of these measurements on medial and femoropatellar com-
partments. Moreover, we show that a combination of 2D radiological measurements
and 3D measurements revealed potential biomarkers of cartilage degeneration, espe-
cially from medial femur. This work is a first step toward a patient-specific cartilage
profile based on the combination of CT and MRI datasets. This could be crucial
for improving cartilage assessment. Indeed, when evaluating patients with knee pain
either following trauma or with acute or chronic illness, the patient’s symptoms are al-
ways the cornerstone in the treatment decision, whether medical or surgical. Following
plain x-ray, a CT scan and most often also MR scan are the best tools in elucidating
the interior of the knee joint. The CT scan is both easy to get and fast to execute but
uses ionising radiation. It reveals, however, best all the bony structures and injuries.
It may also give some clues about the bone marrow and surrounding soft tissues. The
MR, however, is the best examination to evaluate the status of both the cartilage and
the ligaments. The drawback is both the long time until it can be executed and long
running time which can sometimes be impossible in patients with severe pain. When
merged, these two examinations give the most superior evaluation ever for the knee
joint and should always be chosen prior to invasive arthroscopy. Our study shows the
feasibility of extending the cartilage assessment using existing and new parameters
from both image modalities.

6.4 Discussion of the findings
This chapter reports two studies that developed a new image segmentation workflow

in order to improve knee cartilage assessment, and more especially to find biomarkers
of knee cartilage degeneration. Table 6.13 sums up the main findings of this section.
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Findings Paradigms 2D measurements 3D measurements
CT- and MRI- Differentiation of healthy

Based 3D Recon-
struction

New image segmentation
pipeline

and degenerative cartilage
based on patellofemoral joint

Assessment of knee

New workflow for cartilage

Development of a new in-

cartilage degenera-
tion

dex based on bone radiologi-

assessment . .
cal inspection

Table 6.13: Main findings

Assessment of cartilage condition is critical to diagnose and follow the evolution
of OA. The current assessment techniques are however quite limited, as it requires
radiological inspection and lacks quantitative measurements. Most of the existing
scales evaluate the severity of OA by measuring the joint space narrowing and observing
cartilage and associated bones damage. Those methods are therefore subjective, and
can suffer from interoperator variability. The identification of objective and robust
metrics are necessary. The two studies detailed in this chapter propose new features,
combining recognized image modalities (CT and MRI), to, on one hand, provide an
exhaustive radiological inspection of bone and cartilage conditions based on 2D images,
and on the other hand, to reconstruct a 3D model of the knee joint, throught an
innovative workflow, to extract 3D based features. The low number of individuals does
not enable to ensure the role of those features as biomarkers of cartilage degeneration,
however it opens the door to further studies based on these workflow and features to
deepen our understanding of cartilage assessment. Those preliminary results proposed
a new index based on bone condition, presenting a better sensitivity to detect cartilage
degeneration compared to other well known scales. Moreover, the different set of
features based on 2D and 3D features enabled to differentiate healthy and degenerative
cartilage. Those results are of interest, as they could be essential for the recognition of
biomarkers of cartilage degeneration, leading to a more reliable and objective clinical
evaluation.



Chapter 7

Conclusion

The emergence of more and more advanced technologies enables the discovery of new
methodologies and applications. These tools rely on solid and well-studied founda-
tion, but their novelty might be a pivot point for the clinical field. It will help for
more robust and objective assessment, based on personalised evaluation and solution.
This dissertation reports methodologies leaning towards this direction, studying two
different parts of the body: the brain on one side, and the knee joint and on the other
side. Despite their totally different mechanisms and research questions, the global
problem and approach remains the same. These systems have been widely studied,
but the current knowledge to assess their condition remains limited, or should at least
be improved by the use of quantitative approaches, and limit the effects of subjective
evaluation. In this dissertation, reported research studies regarding those two dis-
tinct body parts are then quite similar in the approach. After setting the study goal,
adapted measurement setup and experimental paradigms are designed and applied.
From this datasets, pre-processing and processing are performed, to then proceed to
the data analysis and feature extraction.

Concerning the brain, the work is based on EEG times-series analysis, measuring brain
electrical activity in the outer cortex. Two general research studies have been proposed,
one analyzing the effect of r'TMS as a treatment solution for patients with schizophre-
nia and AVH, and the other to provide a quantitative evaluation of postural control.
For each research study, the global pipeline is analogous; the nuance is the use of the
adequate and optimal paradigm, and the proposal of novel methodologies to offer new
perspectives and strengthen the analysis.

In the case of schizophrenia, the approach was based on ERP, using the P300 paradigm,
which has been widely used to study this condition. The novelty concerned first, the
use of new metrics, extracted from functional connectivity, an emerging approach built
on solid mathematical concepts; and second, the evaluation of a treatment that showed
efficacy in other diseases, but is still under investigation for schizophrenia. Encour-
aging results were observed regarding the pertinence of using functional connectivity,
providing a new and complementary insight regarding brain cortical remodeling, and
can be used in the frame of longitudinal study to evaluate the progression of a condi-
tion or the impact of a therapeutical solution.

In the case of postural control, the different research studies were based on a novel
and complex postural control paradigm, BioVRSea, challenging postural control with
motor and/or visual stimulation. Several exploratories studies were performed, to val-
idate the experimental protocol and justify the use of this device. It first relied on
well-known EEG based analysis, computing Fourier-based spectral analysis over the
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different frequency bands of the brain. It showed promising results for a future clinical
outcome; differentiating people who suffered from concussion from people who did not,
and setting a first neurophysiological reference of healthy response for this paradigm,
setting the basis for future researches concerning balance-related disorders. However,
the most innovative approach of this dissertation was also elicited in this research
scope, combining two robust approaches based on EEG-times series to study dynamic
remodeling: microstates segmentation and functional connectivity. The outcome of
this work revealed a strong brain network state segmentation, describing adequately
our experiment, and giving more and more insight regarding brain function and its fast
behaviour during cognitive tasks. This global works shows the interest and impact of
using novel methodological approaches to obtain new and more robust quantities.
Functional connectivity is a methodology that, when possible, should be implemented
frequently to study brain cortical activity. It will be of great help for clinical applica-
tion.

Concerning knee joint, the work was performed in the frame of EU project RESTORE,
with the general objective of developing personalised solution for cartilage degenera-
tion. This thesis detail two research studies proposing a new methodology to observe
and assess cartilage condition, and more precisely to evaluate degeneration. The data
imaging modalities were based on two renowned techniques, CT and MRI, to provide a
unique dataset that present an exhaustive number of radiological features, and can be
combined into an accurate 3D model. From those 2D and 3D measurements, features
were extracted an analysed to identify the most suitable for cartilage degeneration.
This work identified a first trend of important features, highlighting the role of bone
characteristics to assess cartilage condition, and the interest of using a more complete
imaging workflow, to gain more objective information that could be used for future
clinical evaluation.

This dissertation illustrates the necessity and interest to look for, design and propose
innovative paradigms in the frame of biomedical research studies. On one hand, it
confirms or provides additional knowledge regarding our body systems, their mecha-
nisms, their function. On the other hand, it identifies markers and quantities to assess
more objectively this behaviour, with a final aim to improve and facilitate clinical ap-
plication. Future works should pursue the path designed in this thesis to finalise the
identification of biomarkers.
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Supplementary material
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Figure A.1: Results of patient C1 : A. psychometric; B. Scalp-level frequency analysis;
C. Source-space connectivity; D. Scalp-level time analysis. The yellow areas in fre-
quency analysis are related to a higher Power Spectral Density (PSD) post-treatment,
whereas the blue ones are related to a higher PSD pre-treatment. The size of the node
in the connectivity is related to the amount of increase (green) or decrease (orange)
participation coefficient (PC) values. The positive bars in time analysis are related to
a higher N1-P3 amplitude post-treatment. (QoLS: Quality of Life Scale,DASS: De-
pression Anxiety Stress Scale ,PSYRATS: Psychotic Symptom Rating Scales)
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Figure A.2: Results of patient T1 : A. psychometric; B. Scalp-level frequency analysis;
C. Source-space connectivity; D. Scalp-level time analysis. The yellow areas in fre-
quency analysis are related to a higher Power Spectral Density (PSD) post-treatment,
whereas the blue ones are related to a higher PSD pre-treatment. The size of the node
in the connectivity is related to the amount of increase (green) or decrease (orange)
participation coefficient (PC) values. The positive bars in time analysis are related to
a higher N1-P3 amplitude post-treatment. (QoLS: Quality of Life Scale,DASS: De-
pression Anxiety Stress Scale ,PSYRATS: Psychotic Symptom Rating Scales)
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Figure A.3: Results of patient T3 : A. psychometric; B. Scalp-level frequency analysis;
C. Source-space connectivity; D. Scalp-level time analysis. The yellow areas in fre-
quency analysis are related to a higher Power Spectral Density (PSD) post-treatment,
whereas the blue ones are related to a higher PSD pre-treatment. The size of the node
in the connectivity is related to the amount of increase (green) or decrease (orange)
participation coefficient (PC) values. The positive bars in time analysis are related to
a higher N1-P3 amplitude post-treatment. (QoLS: Quality of Life Scale,DASS: De-
pression Anxiety Stress Scale ,PSYRATS: Psychotic Symptom Rating Scales)
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Figure A.4: Results of patient T4 : A. psychometric; B. Scalp-level frequency analysis;
C. Source-space connectivity; D. Scalp-level time analysis. The yellow areas in fre-
quency analysis are related to a higher Power Spectral Density (PSD) post-treatment,
whereas the blue ones are related to a higher PSD pre-treatment. The size of the node
in the connectivity is related to the amount of increase (green) or decrease (orange)
participation coefficient (PC) values. The positive bars in time analysis are related to
a higher N1-P3 amplitude post-treatment. (QoLS: Quality of Life Scale,DASS: De-
pression Anxiety Stress Scale ,PSYRATS: Psychotic Symptom Rating Scales)
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Figure A.5: Results of patient C4 : A. psychometric; B. Scalp-level frequency analysis;
C. Source-space connectivity; D. Scalp-level time analysis. The yellow areas in fre-
quency analysis are related to a higher Power Spectral Density (PSD) post-treatment,
whereas the blue ones are related to a higher PSD pre-treatment. The size of the node
in the connectivity is related to the amount of increase (green) or decrease (orange)
participation coefficient (PC) values. The positive bars in time analysis are related to
a higher N1-P3 amplitude post-treatment. (QoLS: Quality of Life Scale,DASS: De-
pression Anxiety Stress Scale ,PSYRATS: Psychotic Symptom Rating Scales)
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Figure A.6: Results of patient C5 : A. psychometric; B. Scalp-level frequency analysis;
C. Source-space connectivity; D. Scalp-level time analysis. The yellow areas in fre-
quency analysis are related to a higher Power Spectral Density (PSD) post-treatment,
whereas the blue ones are related to a higher PSD pre-treatment. The size of the node
in the connectivity is related to the amount of increase (green) or decrease (orange)
participation coefficient (PC) values. The positive bars in time analysis are related to
a higher N1-P3 amplitude post-treatment. (QoLS: Quality of Life Scale,DASS: De-
pression Anxiety Stress Scale ,PSYRATS: Psychotic Symptom Rating Scales)
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Figure A.7: PSD (1s window) distribution of the global population. The "x" high-
lighted in green represents significant electrodes after permutation test.

A.2 Postural control

A.2.1 Postural control paradigm (BioVRSea) : Towards a
neurophysiological signature
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(b) Relative PSD (2s window) distribution of the global population. The "x" highlighted in
green represents significant electrodes after Bonferroni correction.

Figure A.8: PSD (2s window) distribution of the global population. The "x" high-
lighted in green represents significant electrodes after Bonferroni correction.
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Figure A.9: PSD (4s window) distribution of the global population. The "x" high-
lighted in green represents significant electrodes after Bonferroni correction.
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Figure A.10: PSD (8s window) distribution of the global population. The "x" high-
lighted in green represents significant electrodes after Bonferroni correction.



A.2. POSTURAL CONTROL 193

DELTAPRE-BL THETA PRE - BL ALPHA PRE -BL _ BETAPRE-BL__ LOWGAMMA PRE - BL
% | y N I "
2 2 B 2
E E ;@! "% N;
I | I I
THETA 25% - BL 5 ALPHA 25%-BL BETA25%-BL__ LOWGAMMA 25% - BL
2 I ] 4 I 2 I 3
| I |, |,
DELTA 50% - BL 5 THETA 50% - BL 5 ALPHA 50% - BL__ BETA50%-BL__ LOWGAMMA 50% - BL
k4 k4 I kS q £ b I £
€ € € ) o : i o<
| l ¥ | I ~ 4
DELTA 75% - BL 5 THETA 75% - BL 5 ALPHA75% -BL BETA75%-BL__ LOWGAMMA 75% - BL
£ £ k4 y g
N> N> N> ] U >
I I % A 2
DELTA POST - BL THETA POST - BL ALPHA POST - BL BETA POST - BL LOWGAMMA POST - BL

1 VAHz
1 VEHz
,v’/H

O Q @' O '
' £

(a) Absolute PSD (16s window) distribution of the global population. The "x" highlighted
in green represents significant electrodes after Bonferroni correction.

‘F

DELTA PRE - BL o THETA PRE - BL ALPHA PRE - BL o BETA PRE - BL o LOWGAMMA PRE - BL
0 = 0 = W 0 =
1., L L |
DELTA25%-BL_ ALPHA 25%-BL BETA25%-BL_ LOWGAMMA 25% - BL.
=
' / I /
v ¢ 0 = [ { ) 0 ® - [
= | I 7 | |
0 10 0 0
DELTA 50% - BL 0 ALPHA 50% - BL 0 BETA 50% - BL 0 LOWGAMMA 50% - BL
. o Io ’ .
B - S W, I I
h ',m . I.m = 10
DELTA75%-BL THETA75% -BL ALPHA75%-BL BETA75%-BL_ LOWGAMMA 75% - BL.
\ h - of.
& I I G l NG s I
10 10
DELTA POST - BL o THETA POST -BL ALPHA POST -BL BETA POST - BL m LOWGAMMA POST - B"IJ.

@: I .' |

-10

(b) Relative PSD (16s window) distribution of the global population. The "x" highlighted in
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Figure A.11: PSD (16s window) distribution of the global population. The "x" high-
lighted in green represents significant electrodes after Bonferroni correction.
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ABSOLUTE PSD (;V?/Hz)

Electrodes DELTA THETA
PRE 25% 50% 75% POST PRE 25% 50% 75% POST
AVERAGE | STD | AVERAGE | STD | AVERAGE | STD | AVERAGE | STD | AVERAGE | STD || AVERAGE | STD | AVERAGE | STD | AVERAGE | STD | AVERAGE | STD | AVERAGE
Fpl > = 3.08 18.71 9.14 54.60 7.58 27.51 - - - - - - - - - - -
Fpz. 5 = = a 101 20.15 5.68 26.21 - = = - = = = - = = =
Fp2 - - - - 183 2243 6.65 23.92 - = - > - - - > - - -
F7 5.28 27.39 3.83 12.88 5.95 17.79 13.81 458 14.50 - s E - = = = = -
F3 0.76 7.09 - - 0.73 5.57 6.25 - - - - - - - - - - -
Fz - - - - - - - - - - - - - - - - - - -
F4 1.92 18.52 = - 0.46 5.90 121 7.30 0.78 6.05 = > - - = - - - -
F8 430 14.72 3.08 14.43 6.02 20.71 119 11.09 5.39 14.44 = a e = = > = = =
FC5 349 24.62 1.06 495 212 6.59 2.05 5.72 2.02 6.34 o 2 2 o > 2 >
FC1 - - - = - = - - - = - - -0.51 1.64 - - -0.44 5 -
FC2 = = = - = = = = = = = = = = = = 0.4 =
FC6 1.78 480 1.64 6.41 211 6.33 2.67 7.37 210 5.39 = s = = = s E 5 =
M1 > - - - > B 422 14.64 - = - > -1.70 5.42 - > - - -
T7 3.26 7.59 2.76 8.15 2.75 6.99 431 7.07 3.75 7.91 - - - - = = - = =
3 - - - - - - 0.39 159 = = o > 0.47 1.22 = > 0.4 1.20 =
Cz 5 5 5 5 5 5 5 5 5 5 5 5 -0.21 0.61 = 5 5 5 5
@] - - - - - - 045 1.85 0.34 2.05 = > -0.46 1.33 -0.41 1.33 0.42 1.25 -
T8 2.87 7.49 2.08 6.72 227 7.48 3.92 8.04 102 8.32 = - - - = - - = =
M2 2 5 o > = o 423 15.56 = o o 2 -1.94 5.26 - - = = -
CP5 1.79 18.47 = - 044 2.49 0.67 2.24 0.78 2.90 - - -0.83 2.26 - - - - -
CP1 - - - - - = - - - = 091 14.33 0.14 035 -0.13 0.36 -0.11 047 -
CP2 a = e = E e e s E = -0.05 94 0.13 033 -0.11 0.28 -0.10 044 =
CP6 0.70 5.12 - - - - 0.66 2.60 0.81 2.83 - - -0.81 2.15 - - -0.67 2.06 -
P7 - - - - - - 148 4.80 1.99 6.50 - - -1.31 423 - - - -
P3 - - = - - - = - = - -0.51 175 -0.60 1.49 -0.51 1.49 0.48 1.61 -
P4 > - = - > - - > > - - > -0.54 1.39 -0.45 1.31 -0.48 1.39 =
P8 - - = - - - 1.09 6.29 - - - - - s - - - - =
POz = = = - = = = = = = = = = - = = = - =
o1 5 5 5 5 1.03 437 117 5.07 1.42 5.51 = 5 5 5 5 5 5 5 =
0z - - - - - - 1.00 5.29 1.31 6.03 = > - - - - - - -
02 253 8.61 - - 3.14 8.50 335 10.61 - - -0.31 4.82 - - -0.19 4.21 - - =
AF7 5.03 20.13 470 1654 11.46 57.82 848 22.18 428 19.72 = > = = = = = = =
AF3 5 = 5 s 0.82 14.51 1.93 17.14 = 5 5 5 5 5 5 5 5
AF4 2.05 20.38 - - 0.99 16.32 3.07 21.16 - - - > - - - > - - -
AF8 7.03 22.03 4.90 16.86 6.71 20.04 7.80 18.23 6.99 19.88 - s E - = = = = -
F5 50 12.91 o > 3.02 11.82 321 11.85 5 o o 2 = o = 2 o o >
F2 0.5 6.63 - - 0.23 458 - - - - = - - - = = - - =
F6 7.54 71.29 = > 3.07 15.10 3.85 13.66 242 10.29 = a e = = > = = =
FCz - - - - - - - - - - - - -0.57 177 - - -0.49 1.53 -
FC4 0.44 2.96 = - 0.41 0.76 338 0.55 3.49 = - - = = - - = =
¢ 1.99 11.64 5 = 1.29 161 6.36 1.55 443 = s = = = s E 5 =
c1 - - = - B3 - = - - - 0.11 4381 -0.25 0.70 0.22 0.70 -0.21 0.67 -0.26
2 - - = - 0.07 1.27 = - - - - - - s - - - - =
6 104 11.32 = > 0.66 7.41 107 435 113 7.51 = = = = > = - -
CP3 5 5 5 5 5 5 5 5 5 5 -0.21 3.54 -0.50 1.14 -0.46 117 -0.47 1.24 0.43
CPz - - - - - - - > - - = - - = - - - = -
CP4 - - - - - - - - - - - - -0.95 2.63 = - - - =
P5 > = = - = = - - = - 0.10 5.30 -0.30 0.76 0.25 0.77 - - -
P1 5 = = a 5 = = 5 5 = = 5 -0.32 112 5 5 5 = 5
P2 - - - - - - - > - = - > -0.90 2.63 - > - - -
PG E = - = E = - s E = - s E - = = = = -
PO5 a o o > a o o 2 a o o a = o o a o o >
PO4 - - = - - - = > - - = > - - = - - - -
POG 3.0 8.39 2.56 8.61 347 9.81 3.44 8.74 3.74 9.98 = a e = = > = = =
FT7 7.21 51.62 2.76 8.24 3.94 10.37 5.01 12.00 4.01 8.39 - - - - - - - - -
FT8 1.14 5.64 - = - = 1.94 5.37 3.00 8.60 - - -1.27 430 - - - s -
TP7 1.37 9.25 = - = = 1.93 5.83 219 6.43 = = = = = = = - =
TP8 s s 5 - - E 0.66 169 0.99 4.68 - - - - - - - - -
POT > - = - > - = - - - - > - - - - - - =
PO8 - - - - 118 441 1.29 5.47 1.27 5.67 - - - - 0.59 3.02 0.61 3.21 0.90




Electrodes

Fpl
Fpz
Fp2
F7
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PRE

AVERAGE STD

-4.17
-4.14
-3.85
-3.50
-2.98
-3.26

9.43
9.46
9.49
8.53
6.66
6.81
6.79
7.86
6.41
5.43
4.48
5.72
11.57
7.62
3.19
1.83
3.03
6.66
9.69
4.57
5.41
0.78
4.15
7.83
3.39
1.76
4.04
8.54
5.48
9.82
10.22
8.47
9.09
7.87
7.63
8.48
7.37
6.70
6.66

25%
AVERAGE
-3.97
-4.11
-3.99
-3.28
-3.13

-2.99

-0.88

STD
9.37
9.11
8.91
8.15
6.78
7.04
6.68
7.32

4.68
4.53
5.50
10.30

3.22

3.27

5.34
2.11
3.38
8.03
6.68
7.37
8.55
7.18
6.55
6.86
6.60
8.54
8.54

75%
AVERAGE
-3.59
-3.82
-3.62

8.66
8.41
8.48
7.32
6.37
6.71
6.47
7.43
5.38
4.49
4.51
5.57
10.12
3.26
1.85
3.28
6.54
9.50
4.25
111
0.81
4.14
7.70
3.46
1.68
3.90
7.82
5.05
7.80
8.37
7.31
7.20
8.31
6.79
6.56
6.53
6.80
4.46
5.25
4.62
4.42
1.79
1.94
4.49
3.33

5.40
2.12
3.28
5.95
792
6.54
6.95
8.35
6.50
6.60
6.57
6.66

ABSOLUTE PSD (;:V~2/Hz)

POST
STD AVERAGE STD
-4.19 10.10
-4.24 9.78
-4.06 9.59
-3.64 9.03
-3.17 7.26
-3.40 741
-3.24 7.18
-3.47 7.79
-2.63 6.60
-2.18 4.91
-2.24 4.80
-2.65 6.07
-4.23 11.18
-2.81 7.96
-1.77 3.32
-0.86 1.98
-1.76 3.32
-2.75 6.89
-3.78 10.89
-2.22 4.64
-0.48 1.04
-0.40 0.75
-2.36 4.47
-3.10 7.81
-1.77
-0.71 179
-1.87 4.15
-3.74 8.21
-1.93 5.48
9.11
9.86
8.55
8.02
8.83
7.99
7.31
7.18
7.42
4.98
5.65
4.91
5.16
1.87
2.04
4.85
3.19
5.61
2.14
3.56
6.13
8.28
6.77
7.36
8.91
8.13
7.03
7.43
-3.19 6.95
-2.92 8.74

PRE
AVERAGE
-2.66
-2.04
-1.98
-1.12
-1.45
-1.05
-1.51

STD
10.97
8.03
14.09
547
3.42
1.70
4.43
5.11
3.05
1.29

25%
AVERAGE
-2.48

-2.86
-1.55
-0.91
-1.34

-0.71
-0.65

-0.69
-0.24
-0.53

STD AVERAGE STD AVERAGE

11.18

12.96
3.22
171
3.25

121
1.29

1.43
0.47
2.10

BETA
50%

-1.24
-0.82
-1.15

-0.64
-0.65

-0.64
-0.23
-0.62
-0.19
-0.17

-0.44
-0.18
-0.50

3.25
2.72
1.19

-1.77

3.43

-2
3.40
1.59
4.71

1.22
1.16

7.93

75%

-3

-1.30
-0.77
-1.18

-0.65
-0.63

-0.73
-0.20
-0.62

248
-0.19
-0.13

195

POST
AVERAGE
-5

-1.42
-0.78

-0.61
-0.63

-0.37
-0.21
-0.49

-0.15
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ABSOLUTE PSD (;V?/Hz)

Electrodes LOWGAMMA
PRE 25% 50% 75% POST
AVERAGE STD AVERAGE STD AVERAGE STD AVERAGE STD AVERAGE STD
Fpl = = = = = = = = = =
Fpz - - - - - - - - - -
Fp2 - - - - - - - - - -
F7 - - - - - - - - - -
F3 - - - - - - - - - -
Fz - - - - - - - - - -
F4 - - - - - - - - - -
F8 - - - - - - - - - -
FC5 - - - - - - 0.12 1.10 0.33 1.51
FC1 - - - - - - - - - -
FC2 - - - - - - 0.02 0.13 0.02 0.13
FC6 - - 0.17 0.77 - - 0.27 1.01 0.38 1.13
M1 0.37 2.15 0.74 2.49 0.64 2.61 0.91 1.97 0.75 1.97
T7 1.39 3.93 1.68 4.58 1.24 3.53 1.60 4.85 2.05 5.77
C3 - - 0.04 0.16 - - 0.04 0.26 0.08 0.28
Cz - - - - - - 0.01 0.08 0.01 0.03
C4 - - - - - - 0.05 0.25 0.07 0.28
T8 1.14 4.74 1.10 4.65 0.78 4.00 1.27 4.69 1.86 5.64
M2 - - 0.40 1.63 0.40 1.89 0.76 2.30 0.52 1.65
CP5 - - 0.19 0.66 0.20 0.67 0.24 0.83 0.47 1.48
CP1 - - - - - - 0.02 0.06 0.02 0.05
CP2 - - 0.01 0.03 - - 0.02 0.08 0.01 0.03
CP6 - - 0.24 0.78 0.22 0.72 0.38 1.28 0.45 1.12
P7 - - 0.59 3.18 0.48 3.33 0.85 3.70 1.13 3.64
P3 0.06 0.20 0.06 0.16 0.09 0.19 0.14 0.32 0.15 0.27
Pz 0.02 0.08 0.02 0.03 0.02 0.04 0.03 0.08 0.03 0.05
P4 0.14 1.28 0.06 0.21 0.07 0.17 0.13 0.35 0.13 0.23
P8 0.59 2.82 0.73 2.14 0.53 1.77 1.09 3.46 1.11 3.42
POz 0.15 0.40 0.13 0.24 0.13 0.25 0.20 0.36 0.21 0.32
01 0.58 2.39 0.77 1.91 0.80 1.74 1.28 2.21 1.39 2.714
Oz 1.00 4.48 0.78 1.60 0.79 1.74 1.30 2.59 1.34 2.48
02 - - 2.92 34.74 0.44 1.96 0.58 2.27 - -
AF7 - - - - - - - - - -
AF3 - - - - - - - - - -
AF4 - - - - - - - - - -
AF8 - - - - - - - - - -
F5 - - - - - - - - - -
F1 - - - - - - - - - -
F2 - - - - - - - - - -
F6 - - - - - - - - - -
FC3 - - - - - - - - - -
FCz - - - - - - 0.03 0.13 0.03 0.09
FC4 - - - - - - - - - -
C5 0.28 1.04 0.28 0.67 0.28 0.79 0.31 1.46 0.52 1.49
C1 - - - - - - 0.01 0.08 0.02 0.05
C2 - - 0.02 0.11 - - 0.02 0.05 0.01 0.06
C6 - - 0.29 1.09 0.28 0.83 0.35 1.31 0.42 1.25
CP3 - - 0.03 0.13 - - 0.05 0.20 0.08 0.20
CPz - - - - - - - - - -
CP4 0.16 0.76 0.20 0.62 0.28 0.77 0.48 1.69 0.50 1.10
P5 0.06 0.47 0.03 0.09 0.04 0.11 0.05 0.14 0.06 0.13
P1 0.14 1.50 0.01 0.24 0.04 0.11 0.08 0.31 0.06 0.14
P2 0.22 1.14 0.22 0.54 0.22 0.60 0.34 0.80 0.41 0.87
P6 0.21 0.64 0.30 0.52 0.33 0.62 0.51 0.90 0.63 1.39
PO5 0.20 0.63 0.24 0.50 0.27 0.58 0.41 0.88 0.49 1.36
PO3 0.29 1.71 0.16 0.40 0.20 0.43 0.33 0.69 0.32 0.57
PO4 0.37 1.75 0.28 0.66 0.28 0.67 0.48 0.95 0.58 1.26
PO6 - - - - - - 0.30 1.58 0.61 1.91
FT7 - - 0.17 2.00 0.32 1.33 0.43 2.01 0.68 2.36
FT8 - - 0.97 4.16 - - 0.76 3.60 1.46 4.02
TP7 - - 0.96 3.34 0.81 2.82 1.05 3.47 1.27 4.22
TP8 0.38 1.28 0.63 1.19 0.61 1.29 0.82 1.79 1.19 2.52
PO7 0.63 2.27 0.63 2.08 0.50 1.19 0.89 1.60 0.94 2.01
PO8 0.75 241 0.73 1.43 0.76 1.39 1.10 2.08 1.16 1.98

Table A.1: Average and standard deviation (over subjects) absolute PSD for each
significant electrodes, frequency bands and tasks



Electrodes

Fpl
Fpz
Fp2
Fr
F3
Fz
F4
F8
FC5
FC1
FC2
FC6
M1
T7
C3
Cz
C4
T8
M2
CP5
CP1
CP2
CP6
P7
P3
Pz
P4
P8
POz
01
Oz
02
AF7
AF3
AF4
AF8
F5
F1
F2
F6

FCz

P5

PO5
PO3
PO4
PO6
FT7
FT8
TP7
TP8
POT7
PO8

A.2. POSTURAL CONTROL

PRE
AVERAGE
10.89
10.96
11.20
10.63
9.39
9.11
9.85
10.88
8.47
8.63
9.52
9.35
6.82
5.60
8.39
9.00
9.36
5.99
7.60
6.92
9.04
8.93
7.19
5.88
6.83
6.86

STD
13.43
12.47
13.94
11.00
11.01
9.90
10.74
11.19
9.84
9.84
9.70
10.02
11.07
10.02
10.21
9.68
9.39
10.47
13.13
9.45
10.48
11.11
9.55
9.86
8.83
9.83
8.88
10.30
9.23

8.76
9.41
12.60
12.25
11.14
13.44
11.16
10.47
10.28
11.82
10.16
9.46
9.84
9.95
10.65
9.66
9.89
9.85

8.84
LI

9.06

8.65
10.24
9.78
9.87
10.89
8.12
8.95

25%
AVERAGE
9.89
ON(S)
9.62
9.50
8.08
7.96
8.09
8.90
6.56
7.97
7.96
7.34
3.20
3.21
7.93
7.81
8.42
3.54
3.74
5.49

8.53
5.65
7.53

3.87
6.39

4.54

3.16
6.55
7.25
3.67
4.02

STD
13.37
11.50
12.46
10.40
9.98
8.95
9.89
10.55
9.60
8.79
8.81
9.92
11.12
10.43
9.31
8.89
9.33
10.29
10.53
8.93
10.52
10.98
9.22
9.09
8.00
8.70
8.38
9.92
8.51

11.00
12.63
11.03
10.85
12.59
10.92
9.18
9.29
10.58
9.57
8.68
9.17
9.51
9.32
9.55
9.30
9.44

8.07
8.11

8.98

9.88
9.54
9.45
9.72
10.25

DELTA
50%
AVERAGE
9.79
8.72
8.77
9.36
8.63
8.20
8.14
9.89
7.23
8.51
9.03
7.90
3.47
3.74
9.63
9.04
9.38
4.00
4.35
5.66
10.81
10.01
5.98
3.78
5.99
6.39
6.24
4.04
3.73
3.90
10.93
9.85
9.03
10.47
9.88
8.23
8.21
8.82
8.32
8.63
8.65
6.47
9.89
10.22
6.24
8.42
4.59
7.13

4.90

3.25
6.69
7.42
3.61
4.61

STD
12.57
10.63
11.58
12.13
9.11
8.04
9.05
11.87
10.48
8.25
8.40
10.09
10.50
10.16
9.30
8.88
9.01
10.42
10.45
8.33
10.57
10.91
8.40
8.57
8.30
9.16
8.28
9.25
8.78

10.62
13.35
10.94
10.65
13.34
10.89
8.63
8.26
11.41
9.05
7.84
8.69
10.00
9.34
9.42
9.98
9.08

8.08
8.48

8.07

9.01
11.11
10.34
9.02
9.78

75%
AVERAGE
10.45
10.38
10.40
9.67
9.55
9.18
9.53
10.57
7.94
8.88
9.74
8.95
4.37
5.68
10.32
9.76
10.58
6.17

6.38
11.39
10.39
6.52
3.69
5.42
6.06
6.02
2.88

4.86
11.02
11.33
10.50
11.83
10.22
9.10
9.14
10.69
8.61
8.94
9.72
6.97
10.53
10.46
7.51
8.88

3.96
6.74

4.49

7.37
9.10
5.33
5.40

STD
13.99
12.57
13.94
11.13
11.23
10.31
11.21
11.37
10.29
9.92
9.48
11.37
11.34
11.31
9.73
199
9.71
12.33

8.15
10.64
11.55
9.45
9.39
8.71
9.64
9.40
10.32

11.45
13.54
12.62
12.26
13.53
12.13
10.38
10.27
11.84
10.44
9.49
10.51
9.79
9.98
10.00
10.43
9.21

8.93
8.88

9.40

10.73
11.93
9.33
10.68

RELATIVE PSD (%)

POST PRE
AVERAGE | STD || AVERAGE
8.75 12.83 -
9.09 12.05 -
9.31 13.00 -
9.62 11.78 -
8.03 11.22 -
7.74 9.44 -
9.40 9.83 -
11.09 11.82 -
747 11.34 =
7.09 9.62 -
8.66 9.39 -
8.24 10.20 -
4.27 12.23 -
5.41 11.72 -
7.68 10.28 -
7.98 9.90 -
9.49 9.11 -
5.14 11.64 -
464 13.07 -
6.13 9.48 -
9.00 1167 -
9.67 10.94 -
6.95 10.48 -
422 11.30 -
464 8.80 -
5.80 10.08 147
5.68 9.69 -
4.06 11.67 -

- - 2.01
- - 0.10
10.29 12.67 -
9.61 12.09 -
10.01 10.89 -
1150 13.14 -
9.53 11.93 -
7.92 10.74 -
8.20 9.26 -
10.76 11.22 -
6.67 10.38 -
7.79 9.18 -
9.13 9.38 -
6.44 10.00 -
7.59 9.64 -
8.58 9.78 -
8.16 10.90 -
7.35 9.16 -
4.20 9.99 -
6.12 9.62 -
488 10.13 -
7.55 11.71 -
8.39 9.92 -
5.31 11.28 -
5.83 12.44 -

25%
AVERAGE | STD

4.54
-1.90 4.48
-1.74 4.76
-1.67 4.66
-1.69 4.11
1.62 4.57
1.40 4.54
-1.51 4.56

THETA
50%
AVERAGE
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75%
STD | AVERAGE

4.46
4.42

POST
AVERAGE | STD




Electrodes

Fpl
Fpz
Fp2
F7
F3
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PRE
AVERAGE
-6.38
-7.56
-6.40
-6.52
-6.51
-7.69
-6.94
-6.76
-6.36
-7.40
-8.04
-7.05
-6.00
-5.51
-6.88
-8.45
-7.58
-5.68
-6.15
-6.55
-7.02
-7.10
-7.21
-5.95

-6.31
-6.97
-5.39

STD
8.13
8.93
8.20
7.79
8.72
9.65
8.71
8.19
8.03
9.79
9.65
8.04
7.18
7.02
9.13
10.34
8.69
7.24
7.39
7.28
8.96
8.86
7.38
6.94
8.02
10.15
9.34
8.43
9.91
8.54
9.15
5.46
7.66.
8.45
8.43

25%

ALPHA

50%

AVERAGE STD AVERAGE
-6.20

8.58
9.15
8.28
7.67
8.77
9.60
8.62
8.02
T.75
9.69
9.72
8.36.

9.56
7.04
7.70
6.64
7.36
7.49
9.31
8.44

STD
8.34
8.76.

8.12

75%
AVERAGE
-6.62
-7.82
-6.62

-6.05
-6.69
-5.29
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RELATIVE PSD (%)

STD AVERAGE STD

8.43
9.00
8.13
7.70
8.63
9.87
8.84
7.93
7.81
9.84
9.98
8.27
724
6.81
9.92
10.36
10.29
7.22

10.00
7.23
7.68
6.53
7.50
7.85
9.84
8.55

POST
-6.27 8.63
-7.50 9.39
-6.38 8.54
-6.98 7.69
-6.76 8.85
-8.19 9.82
=743 8.91
-7.29 {5
-7.06 8.01
-7.85 9.73
-8.63 9.85
-7.66 8.12
-5.81 7.42
-6.03 6.76
-8.57 9.64
-8.94 10.11
-8.98 9.57
-6.48 771
-6.02 ol
-7.99 745
-9.10 9.51
-8.76 9.52
-8.70 7.75
-6.91 7.31
-7.91 8.41
-7.98 10.23
-8.58 9.39
-8.09 9.03
-6.79 10.21
-5.85 8.92
-6.59 L
-3.89 6.02
-6.21 7.82
-6.56 8.74
-7.18 8.68
-6.28 7.60
-6.18 8.07
-7.79 9.57
-8.08 9.42
-6.53 8.11
-7.19 9.09
-8.58 10.09
-8.27 8.94
-7.62 775
-8.38 9.36
-8.81 10.33
-8.24 7.79
-9.01 9.47
-7.53 7.56
-8.49 9.14
-8.54 9.27

10.07
7.72
7.63
7.03
7.94
-6.53 8.33
-7.56 9.87
-5.43 9.09

PRE
AVERAGE
-4.95

STD
10.49

10.82

8.32

7.33

25%
AVERAGE
-4.17
-4.11
-3.01

BETA

50% 75%
STD | AVERAGE | STD | AVERAGE | STD
11.21 -3.82 10.10 - -2
9.91 -3.11 9.29 -3.73 10.77
7.72 5 5 5 5

- -2.56 7.75 - -

- -2.87 8.12 - -
7.95 - - 2.85 8.58
7.49 - - 3.15 9.49
9.55 - - 419 10.24
8.15 3.64 7,56 5.67 8.51
8.17 3.15 7.86 5.64 9.28
10.42 -4.25 10.19 -4.05 10.80
9.38 -3.96 9.3 464 1027
8.88 -2.88 8.58 - -
10.90 -4.46 11.01 45T 1088
9.79 -4.01 9.58 -3.68 10.27
9.54 - - -3.65 10.05

- - 5 2.85 8.36

- - - 3.94 8.47
7.84 2.93 7.29 445 8.55
8.39 2.45 7.74 4.79 8.83
.75 3.16 745 5.63 8.81

POST
AVERAGE
-3.51
-3.63

-2.98
-3.49

STD
10.60

10.29
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Electrodes

Fp1
Fpz
Fp2
F7
F3
Fz

PO8

PRE

25%

RELATIVE PSD (%)

LOWGAMMA

50%

75%

POST

AVERAGE STD AVERAGE STD AVERAGE STD AVERAGE STD AVERAGE STD

0.61

0.93
1.14
jRI}
1.35
1.05

3.12
3.97
2.03
2.54
2.13

0.54

0.87

1.24
0.65
0.75
1.45
1.57
1.75
1.43
1.37

1.82

2.87
3.58
3.45
2.67
2.56
2.07

0.72

0.77
0.76
1.29
1.30
1.51
1.34
1.27

2.23
3.00
2.90
1.86
1.82
1.85

1.08

0.80

177
0.84
0.76
1.40
1.55
1.99
1.91
1.73

2.03

2.57

2.39
1.39

2.00
2.71
2.34
2.76
3.12
2.69
2.12
2.69

1.02

0.85

1.93
1.21
0.93
1.89
1.90
2.03
2.04
1.89

2.49
2.87
2.46
3.39
3.46
2.65
2.61
2.86

199

Table A.2: Average and standard deviation (over subjects) relative PSD for each sig-
nificant electrodes, frequency bands and tasks
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A.2.2 Brain network dynamics during a complex postural
control task

Table A.3: Anatomic regions-of-interest (ROIs) used in the analysis, elaborated from
the Desikan Killiany atlas, and their association to RSNs.

bankssts L 1.BSTS Other
bankssts R r.BSTS Other
caudalanteriorcingulate L 1.cACC DAN
caudalanteriorcingulate R r.cACC DAN
caudalmiddlefrontal L l.cMFG SAN
caudalmiddlefrontal R r.cMFG SAN
cuneus L 1.CUN VIS
cuneus R r.CUN VIS
enthorinal-parahippocampal L. LENT Other
enthorinal-parahippocampal R r.ENT Other
superior frontal pole L 1.sFG Other
superior frontal pole R r.sFG Other
fusiform L L.LFUS VIS
fusiform R r.FUS VIS
inferiorparietal L L.IPL Other
inferiorparietal R r.IPL Other
inferiortemporal L LITG DAN
inferiortemporal R rITG DAN
pars-insula L L.pOPER  DAN
pars-insula R r.pOPER DAN
isthmuscingulate L LiCC DMN
isthmuscingulate R r.iCC DMN
lateraloccipital L 1.LOG VIS
lateraloccipital R r.LOG VIS
orbitofrontal L 1.LOF DMN
orbitofrontal R r.LOF DMN
lingual L LLING VIS
lingual R r.LING VIS
middletemporal L LMTG DAN
middletemporal R r.MTG DAN
paracentral L l.paraC MOT
paracentral R r.paraC MOT
pericalcarine L l.periCAL  Other
pericalcarine R r.periCAL Other
postcentral L l.postC MOT
postcentral R r.postC MOT
posteriorcingulate L 1L.PCC DMN
posteriorcingulate R r.PCC DMN
precentral L l.preC MOT
precentral R r.preC MOT
precuneus L 1.PCUN DMN

precuneus R r.PCUN DMN
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rostralanteriorcingulate L
rostralanteriorcingulate R
rostralmiddlefrontal L
rostralmiddlefrontal R
superiorparietal L
superiorparietal R
superiortemporal L
superiortemporal R
supramarginal L
supramarginal R
temporalpole L
temporalpole R
transversetemporal L
transversetemporal R

1L.TACC
r.rACC
L.tMFG
r.rMFG
1.SPL
r.SPL
L.STG
r.STG
.SMAR
r.SMAR
L.TP
r.TP
LTT
r.TT

DMN
DMN
SAN
SAN
Other
Other
AUD
AUD
SAN
SAN
Other
Other
Other
Other

201
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